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ABSTRACT The hardware and software of a telecommunication system designed for the transmission of adaptively scaled
digital images has been developed. The system consists of transmission and reception subsystems. The hardware of the
transmission subsystem includes a USB video camera, a microcomputer Raspberry Pi3 and a Raspberry Pi3 radio module. The
hardware of the reception subsystem includes a radio module nRF24L01 # 2, a microcontroller Funduino Uno and a computer.
The radio module Funduino Uno has a relatively low transmission speed, but provides low power consumption. The system
software has been developed in Python and C++. In the transmission subsystem, the image from the video camera is read
using the program cam2nrf, its scale is reduced by interpolation and the reduced image is transmitted via radio module # 1.
In the reception subsystem, the reduced image is read via radio module # 2, its scale is increased by interpolation. Image
scaling is performed using bilinear or bicubic interpolation. The program nrf_rx, which runs on the Funduino Uno
microcontroller, is used to receive wireless data using the radio module nRF24L01. The program recv_img, which runs on the
computer, reads the image from the microcontroller Funduino Uno, scales, visualizes and saves it. Scaling adaptability is
ensured by choosing the image interpolation algorithm depending on its average spatial period TCR, which is calculated based
on the Fourier power spectrum of the original image. For values TCR < 4.5 pixels, bilinear interpolation is performed, and
otherwise bicubic interpolation is performed. Testing of the telecommunication system for transmitting real images shows
its operability. By reducing the image size by a factor of 2, the transmission time is reduced by a factor of 4 with a slight
decrease in the visual quality of the resulting image. Such image scaling is especially effective when transmitting images over
low-bandwidth channels. The developed hardware and software can be used in ‘Internet of Things systems for image
transmission.

KEYWORDS telecommunication systems, digital image scaling, interpolation algorithms, video camera, Internet of Things.

I. INTRODUCTION

odern telecommunication systems are often used
IVI to transmit both individual images and frames of

a video stream. Image transmission is important,
in particular, in video surveillance and remote control
systems [1-3]. In the case of using low-bandwidth
communication channels, an effective way to reduce traffic
in the system is to transmit images at a reduced scale [1, 4].
In such telecommunication systems, on the transmitting
side, the original fRGB color images are read from video
cameras and scaled to smaller fRGBs images, which are
transmitted over telecommunication channels.

On the receiving side, fRGBs images are read and
scaled to fRGBs2 images, the size of which is equal to the
size of fRGB. Bilinear and bicubic interpolation
algorithms [5, 6] are often used for image scaling, which
have low computational complexity and high performance,
compared to nonlinear interpolation algorithms [7, 8] and
artificial neural networks (ANN) [9-14]. In addition, image
scaling using ANN is characterized by quite high visual
quality, but also a high probability of artifacts.

The problem is that image interpolation algorithms
have relatively low accuracy. This leads to the appearance
of characteristic defects in images, in particular, blurring of
contours and loss of detail [15, 16]. Analysis of the results
of image scaling shows that scaling errors depend not only
on the interpolation algorithm, but also on the spatial
distribution of image brightness. Therefore, the goal of this

work is relevant, which is to develop a telecommunication
system for transmitting adaptively scaled digital images.
Scaling adaptability is ensured by choosing an
interpolation algorithm depending on the spatial
distribution of image brightness, which is described by its
average spatial period.

Il. STRUCTURE AND HARDWARE
OF THE TELECOMMUNICATIONS SYSTEM

The structure of the developed telecommunication
system is described by a diagram (Fig. 1), which consists
of transmission and reception subsystems. The initial
images of the studied objects are read using a USB video
camera [17] connected to a Raspberry Pi3 microcomputer.
Reading of fRGB color images from the video camera is
performed by the program cam2nrf in Python, which also
performs scaling of fRGB images into smaller fRGBs
images (with a scaling factor S.1, for example Sc1 = 0.5).

Digital color images are processed programmatically as
arrays fRGB(, &, c), where i = 0,..., M-1; k = 0,..., N-1;
c=0,..., Oc-1; M is the image size in height (in pixels), N
is the image size in width, Qc = 3 is the number of color
channels (RGB) [2]. The image scale is reduced by the
interpolation algorithm. After that, the fRGBs images are
transmitted via telecommunication channels by the
program cam2nrf. For remote signal transmission, radio
modules nRF24L01 #1 and # 2 were used on the
transmitting and receiving sides, respectively (Fig. 2).
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FIG. 1. Structural diagram of a telecommunications system.
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FIG. 2. Implementation of the transmission subsystem: video
camera (right), Raspberry Pi3 microcomputer and nRF24L01
radio module # 1 (top left).

On the receiving side, the fRGBs images are read from
radio module #2 using the microcontroller Funduino Uno
(Fig. 3) under the control of the program nrf rx (in C++).
The Funduino Uno is physically connected to the computer
via a USB port, but the image is transferred from the device
to the computer via a virtual serial port in software.

The fRGBs images are read in the computer by the
recv_img program (in Python), which also scales the
JRGBs images to fRGBs2 images (scale factor So, e.g.
Sa2=2).

== B S e B ST
FIG. 3. Implementation of the reception subsystem: nRF24L01
radio module # 2 (right), Funduino Uno microcontroller.
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The nRF24L01 radio module operates at a frequency of
2.4 GHz and supports data transfer rates of up to 2 Mbps in
transmitter or receiver mode (at a distance of up to 520 m).
At a distance of up to 1000 m, the transmission rate via the
radio module is 250 Kbit/s. The radio module is controlled
using the SPI protocol and consumes a small current (up to
115 mA) at a supply voltage of 3.6 V. When transmitted
via the radio module, data is divided into packets of
32 bytes.

11l. TELECOMMUNICATIONS SYSTEM SOFTWARE

In the cam2nrf program (transmission subsystem),
reading images as frames of a video stream from a USB
video camera is performed using the OpenCV library. By
default, the program saves images in JPEG format (for data
compression purposes). The degree of image compression
depends on their resolution, noise level [18], requirements
for visual image quality, and other factors. The nRF24L01
wireless radio module # 1 is controlled using the RF24
software module. Reading, processing, and transmitting
images in the cam2nrf program is divided into the
following stages:

1. Reading the image from the video camera.

2. Reducing the image size.

3. Converting the image to JPEG format.

4. Sending the image via the nRF24L01 radio module
(first the file size is sent, and then in the loop the image
fragments are sent as 32-byte packets).

The nrf rx program, which runs on the Funduino Uno
microcontroller, is used to receive wireless data using the
nRF24L01 #2 radio module, setting it to receiver mode.
The nrf rx program waits for radio signals to be received
and displays the received data in the Serial Monitor. The
radio signal power can be set in the range from
RF24 PA MIN to RF24 PA MAX, where the
RF24 PA LOW value provides minimal power
consumption. The transmission speeds are set from the
following list: 250kbps, 1Mbps, 2Mbps.

In the recv_img program (reception subsystem), which
is executed on the computer, reading an image from the
Funduino Uno microcontroller is divided into the
following stages:

1.  Waiting for a header with the image size.

2. Reading image packets.

3. Decoding the received packets into an image.

4. Zooming the image (for example, 2 times).

5. Visualizing and saving the image.

Ideally, the original fRGB (Fig.4) and the scaled
fRGBs2 image should match. However, due to scaling,
differences are observed between the images. The scaling
error was calculated from the difference between the fRGB
and fRGBs2 images as the root mean square error (RMSE)
according to the equation:

. J 1 Mz—l Nz—l Q%—l [A ]2
= |— s 1
MSE =\ 30 N o 55 5 /RGB (1

where AfRGB = fRGB(, k, ¢) — fRGBs2(i, k, c); i = 0,..., M-1;
k=0,..., N-1; ¢ =0,..., Oc-1; M is the image size in height;
N is the image size in width; Oc = 3 is the number of color
channels.
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FIG. 4. Initial fRGB image.

The choice of interpolation algorithm (bilinear or
bicubic) when changing the image scale is the scaling error
RMSE (1) and is performed taking into account its average
spatial period 7CR, which is calculated based on the
Fourier power spectrum PS [19, 20] of the image fin, which
is obtained from the initial fRGB. A square grayscale image
fm with dimensions Md X Nd pixels is used, where
Md = Nd = min(M, N). The power spectrum PS (Fig. 5) is
calculated as the square of the modulus of the centered
Fourier spectrum of the image fnn. The power spectrum is
calculated as an array PS(m, n), where m is the number
(index) of the spatial frequency in height, » is the frequency
number in width, m =0, 1, ..., Md-1; n=0, 1, ..., Nd-1.

Based on the power spectrum PS, its averaged radial
profile PR (d) is calculated, where d =0, 1, ..., NR-1, where
NR = [Md/2]+1 (Fig. 6). The radial profile PR(d) describes
the dependence of the amplitudes of the PS spectrum
(averaged over all directions) on the frequency numbers d.
The frequency numbers d are defined as integer values of
the distances from the elements of the PS spectrum to its
center.

The value of PR(d) is calculated as the arithmetic mean
of the coefficients of the power spectrum PS(m, n), for
which the distance to the center of the spectrum is equal to
d. The radial spatial frequency vr is calculated through its
number d by the formula:

d

) @

Vr

The average spatial frequency vCR of the image is

calculated based on a given interval ([NR - 0.25] <d < NR)

for the radial profile PR(d) as its center of gravity. The

average spatial period TCR of the image is calculated by
the formula:

Ton =——. G)
VCR

The TCR period is calculated by the cam2nrf program
after reading the image from the video camera and
transmitted to the receiving side.

By studying a series of images [21, 22], it was found
that for values of the period T7CR < 4.5 pixels, a smaller
interpolation error is provided by bilinear interpolation,
and otherwise by bicubic interpolation.

For a series of images of the same type, the TCR period
can be calculated only once.
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FIG. 5. Fourier power spectrum PS image fn (in logarithmic
scale).
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FIG. 6. Radial profile PR for the power spectrum.

IV. TELECOMMUNICATIONS SYSTEM TESTING

A telecommunication system for transmitting
adaptively scaled digital images was tested using the
example of reading the initial f/RGB image (Fig. 4). Based
on the initial image, a reduced-scale fRGBs image was
calculated (Fig. 7a). The fRGBs image was sent via the
radio channel of the telecommunication system, after
which it was converted into an enlarged fRGBs2 image on
the receiving side (Fig. 7b).

For the studied image, the average spatial period
TCR=596>4.5 npixels, therefore, the bicubic
interpolation algorithm was chosen. The root mean square
scaling error RMSE (1) for bicubic interpolation is 0.0187,
which is significantly less than RMSE = 0.0279 for bilinear
interpolation. The higher accuracy of bicubic interpolation
for this case is illustrated by the profiles of the original
fRGB and scaled fRGBs2 images (Fig. 8). In the case of
bicubic interpolation, the profile of the scaled image differs
less from the profile of the original.

At a transmission rate of 1 Mbit/s, the transmission time
of an image of 640 x 480 pixels is 12 s. By reducing the
image size by a factor of 2 (when transmitting in a
telecommunication system), the transmission time is
reduced by a factor of 4. The results of the research showed
that the image after reduction and enlargement of the scale
is restored with satisfactory quality, i.e. the developed
telecommunication system is operational.
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FIG. 7. Down-scale fRGBs image (a) and up-scale fRGBs2 image (b).
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FIG. 8. Profiles z(k) for the red color channel of the original image
fRGB and the scaled image fRGBs2: (a) scaling is performed
using the bilinear interpolation algorithm; (b) scaling is
performed using the bicubic interpolation algorithm; ip is the
number of the image pixel row.
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V. CONCLUSION

The hardware and software of the telecommunication
system for transmitting adaptively scaled digital images
has been developed. The hardware of the system includes
a video camera, a Raspberry Pi3 microcomputer and
nRF24L01 radio modules # 1 and # 2, a Funduino Uno
microcontroller and a computer. The system software is
developed in Python and C++.

The image scaling was performed using bilinear or
bicubic interpolation algorithms. Scaling adaptability was
implemented by selecting the image interpolation
algorithm depending on its average spatial period. It was
found that for period values TCR < 4.5 pixels, bilinear
interpolation provides a smaller interpolation error, and in
other cases, bicubic interpolation.

By reducing the image size during transmission by
2 times, the transmission time was reduced by 4 times,
while the visual quality of the resulting image decreased
slightly.

The developed hardware and software can be used to
transmit images between Internet of Things devices in
wireless systems, for example, in smart robots, drones, or
in video surveillance systems.
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TeneKomyHiKauiiHa cuctema ana nepepaBaHHA
aAanTMBHO macwTaboBaHuX LMppPoBUX 306parKeHb

Opiii MHaTioK”

Kadepnpa pagiotexHiku Ta iHbopmauiliHoi 6e3neku, YepHiBeLbKMit HaLiOHaNbHWUI YHiIBepcuTeT imeHi FOpia ®eapkoBuya, YepHisui, YkpaiHa
*ABTOp-KopecnoHaeHT (EnekTpoHHa agpeca: hnatiuk.yurii@chnu.edu.ua)

AHOTALIAA Po3pobneHo anapaTHO-NporpamHe 3abe3neyeHHA TeseKOMYHIKaLiMHOI cucTeMM, fKa NpU3HayYeHa Aans
nepefaBaHHA aganTMBHO MaclITaboBaHux LuMdposmx 306parkeHb. CUCTeMa CKNAAAETLCA 3 NigCUCTEM Nepeaadi Ta Mpuiiomy.
AnapaTHe 3abe3neyeHHs nigcuctemm nepegadi mictutb USB-Bigeokamepy, mikpokomn'totep Raspberry Pi3 Ta pagiomoaynb
NRF24L01 Nel. AnapaTtHe 3abesneyeHHs NigcUCTEMM MPUMOMY MICTUTb pagiomoaynb nRF24L01 Ne2, mikpoKoHTponep
Funduino Uno Ta Komn’totep. Pagiomoaynb nRF24L01 mae BiGHOCHO HM3bKY LUBUAKICTb Nepeaadi, ase 3abe3neyye HU3bKe
€HEeprocrnoXxunsaHHA. Po3pobieHo nporpamHe 3abesneyeHHs cuctemun Ha mMoBi Python ta C++. Y nigcuctemi nepepauvi 3a
[0nomoroto nporpamu cam2nrf 3UnMTyeTbCA 306parkeHHA 3 BigeoKamepu, 3MEHLLYETLCA MOTo MacluTab MeTogoMm iHTepnonawi
i BUKOHYETbCA Nepenadya 3MeHLEHOro 306parkeHHaA Yepes pagiomoaynb Nel. Y nigcuctemi NpuiomMy 34MTYETLCA 3MEHLIEHE
306parkeHHs yepes pagiomoaynb Ne2, 36inbluyeTbCcs MOro macwtab meTogom iHTepnoaauii. 3MiHa maclwTaby 306parkeHb
BMKOHYETbCA MeToAOM biniHiiHOT abo 6ikybiuHOI iHTepnonauii. Mporpama nrf_rx, sAka BUKOHYETbCA Ha MiKPOKOHTPO/EpI
Funduino Uno, BUKOPUCTOBYETbCA A/1A Npuitomy 6€34pOTOBUX AaHMX 3a AONOMOrot pagiomoaynsa nRF24L01. Y nporpami
recv_img, AKa BUKOHYETbCA Ha KOMN'tOTEpPi, BUKOHYETbCA 3UMTYBAHHA 306parkeHHA 3 MiKPOKOHTposiepa Funduino Uno, oro
MaclTabyBaHHA, Bisyanisauia Ta 36eperkeHHA. AZANTUBHICTbL MacluTabyBaHHA 3abe3nevyyeTbcA 3a PaxyHOK BuboOpy
aNropuTmy iHTepnonsLii 306paxKeHHA 3a/1eXKHO Bif MOro cepeHboro npocrtoposoro nepiogy TCR, AKMIA 06YMCNIOETLCA HA
OCHOBI eHepreTMYyHoro cnektpy dPyp’e NoyaTkoBOro 306pakeHHA. 1A 3Ha4YeHb nepiogy TCR < 4.5 nikceniB BUKOHYETbCA
6iniHiMHa iHTepnonAauina, a B iHWOMY BMMNagKy — 6ikybiyHa. TecTyBaHHA Te/NIeKOMYHIKaLiMHOI cucTeMn A8 nepegaBaHHi
peanbHUX 306paKeHb MOKasaHo il NpaLe3faTHICTb. 3a PaxyHOK 3MeHLEeHHA po3Mmipy 306paxkeHHA y 2 pasu Yac nepegaui
3MEHLUYETbCA Y 4 pasu NpU HEe3HAYHOMY 3HUMKEHHI Bi3ya/lbHOI AKOCTI 306paeHHA-pe3ynbTaty. Take macluTabyBaHHA
306paxeHb 0c06,1MBO edeKT1BHE NpU Nepesadi 306pakeHb Yepes KaHa/Iu 3 HU3bKO MPOMYCKHO 34aTHicTio. Po3pobneHe
anapaTHO-NporpamHe 3abe3neyeHHA MOXKe BUKOPUCTOBYBATUCA B CUCTEMAX IHTEPHETY peyeit Ana nepeaadi 306paxeHs.

K/IIO4YOBI CJ/IOBA TenekomyHiKauiHi cuctemn, macwTtabyBaHHA UMbPOBUX 306parkeHb, aAropuTMu
BifleOoKamepa, IHTepHET peyel.

iHTepnonsAuii,
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