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ABSTRACT The paper considers the main methods of hydroacoustic signal filtering used to extract useful information from
natural and anthropogenic noise. The reliability and accuracy of sonar systems depend on the ability to suppress interference
while preserving the useful components of the received acoustic signals. Particular attention is paid to wavelet smoothing,
the Wiener filter, adaptive filtering algorithms based on the Least Mean Squares (LMS) method, and a variety of frequency-
selective filters, including bandpass, low-pass, high-pass, and notch filters. The effectiveness of each method is discussed in
the context of typical underwater acoustic environments, where noise sources vary in origin and spectral characteristics. As
part of the study, a real hydroacoustic signal recorded using a broadband hydrophone in natural aquatic conditions was used
to evaluate and compare the filtering techniques. The signal contained both low-frequency and high-frequency interference
components, as well as impulsive noise typical of biological and anthropogenic sources. MATLAB R2024a software was used
to simulate and visualize the filtering process, including wavelet decomposition and thresholding. Based on the results
obtained, a combined approach to filtering is proposed, which integrates several complementary methods to enhance signal
clarity. This hybrid strategy enables more accurate detection and identification of underwater objects by adapting to specific
noise scenarios. The simulation results confirm that a multi-stage filtering scheme significantly improves the signal-to-noise
ratio and preserves informative features of the hydroacoustic signal. The proposed approach is applicable to sonar systems

used for marine research, underwater navigation, and environmental monitoring.
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I. INTRODUCTION

ydroacoustic plays an important role in the
H development and research of sonar technologies and

systems, which in turn are important for ensuring
underwater communication, monitoring, detection of
surface and underwater objects of both natural and man-
made origin, as well as in the study of the marine
environment, including its physicochemical properties,
geological structure and biological activity. In addition,
hydroacoustic is used to map the bottom, observe the
migration of marine organisms, measure noise levels,
comprehensively assess the technical condition of
underwater infrastructure, etc. The research data is based
on the analysis of large arrays of hydroacoustic data, which
in turn require high-precision mathematical processing,
identification of informative features, identification of
hidden patterns and construction of models to describe
complex physical phenomena. Such phenomena include, in
particular, the propagation of acoustic waves in media with
random spatial inhomogeneities, the emission of signals by
sources of different configurations and apertures,
interference phenomena, scattering of waves at
inhomogeneities, as well as diffraction effects. Especially
important is the use of the low-frequency sound range,
which allows you to reach significant depths of signal
penetration and effectively probe geological structures that
are located at great depths. However, acoustic signals
propagating in the aqueous medium are affected by a large
number of factors, including reflection from the boundaries
of the medium, refraction on density gradients, scattering
on suspended particles and bubbles, absorption of energy
in the water column, as well as the presence of acoustic

interference. A large number of these factors significantly
complicate the selection of a useful signal, reduce the
signal-to-noise ratio and lead to information distortion.
Thus, efficient processing of sonar signals using modern
methods of filtering, statistical analysis, adaptive spectral
decomposition processing and machine learning is
extremely important to ensure the reliability, accuracy and
efficiency of the functioning of sonar systems in real
conditions.

Il. FILTERING METHODS FOR HYDROACOUSTIC SIGNAL
PROCESSING

Hydroacoustic systems play a key role in detecting and
identifying underwater objects, in particular when
searching for minerals located in them. Due to the ability
of low-frequency sound vibrations to penetrate to
considerable depths, effective probing of geological
structures is ensured. In addition, the analysis of sound
scattering characteristics in the water column makes it
possible to detect acoustically active layers of biological
origin, also called sound scattering zones. This makes it
possible to estimate the size and density of small fish
aggregations, which in turn is of practical importance for
fisheries research and marine bioecology [1].

Signals propagating in water are often affected by a
variety of factors, including reflection, refraction, and
absorption, which complicates their analysis and
interpretation. Efficient processing of hydroacoustic
signals is critical to improving the accuracy and reliability
of such systems.

The main purpose of filtering hydroacoustic signals is
to extract useful information that may be contained in the
amplitude, frequency or spectral composition, as well as

p-ISSN 2786-8443, e-ISSN 2786-8451, 01009 (5) |Yuriy Fedkovych Chernivtsi National University|www.chnu.edu.ua



SISIOT Journal | journals.chnu.edu.ua/sisiot

the phase of the signal or the relative time dependencies of
several signals. Due to the presence of background noise in
the underwater environment, the extraction of a useful
acoustic signal is one of the problems in the field of
hydroacoustic signal processing.

The sources of background noise are both natural
(biological sounds and seismic phenomena) and
anthropogenic factors. Moreover, the interpretation and
refinement of hydroacoustic data is further complicated by
the presence of noise of various origins, such as turbulent
pulsations, wave noise, biological and anthropogenic
interference, and therefore the correct choice of filtering
methods is of particular importance, to effectively extract
the informative component of the signal

The most effective filtering methods include wavelet
smoothing, which provides a representation of the signal in
the time-frequency domain and allows to extract
components characteristic of the wuseful signal by
thresholding the coefficients [2].

This approach is especially effective for processing
nonstationary signals that are often encountered in
hydroacoustic studies, and the process itself is realized
through a discrete wavelet transform (DWT) that can be
formally written in the form:

DWT(s(t)) = X Xk ¢k Wik (0), (1)

where: s(f) — input signal; W;,(t) — wavelet functions
(scaled and time-shifted versions of the basic wavelet
function); ¢j, — wavelet coefficients that reflect the
contribution of the corresponding function ¥, (t) to the
formation of the output signal.

After the wavelet transformation, the threshold zeroing
of the coefficients is applied as follows:

0, |Cjk| <A
- f 2
C],k {Cj'k' |Cj'k| > 1 5 ( )

where: A — threshold value, which is selected according to
the noise level.

This operation makes it possible to suppress or entirely
eliminate high-frequency components induced by noise,
while preserving useful information in the original signal.

Another effective tool is the Wiener filter, which
demonstrates high performance in the presence of
Gaussian noise. It allows for optimal signal recovery,
provided that at least some partial information about the
spectral characteristics of the signal under study and the
interference is available. The main goal of this method is
to minimize the root mean square error between the
recovered signal and its real but unknown form [3].

In the frequency domain, the Wiener filter has the form:

Sxx(f) (3)

H(f) - Sxx(F+Snn ()’

where: H(f) — frequency response of the Wiener filter;
Sy (f) — is the power spectral density of the input signal;
San(f) — is the spectral density of the noise power.

The application of the filter to the observed signal Y(f)
is as follows:

X(H) =HEOY K, (4)
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where: X(f) — evaluation of the filtered signal spectrum.
The inverse Fourier transform will be used to further
restore the signal.

In cases where the signal has a limited spectrum, it is
advisable to use bandpass filters that enable the isolation of
the frequency range necessary for the study. This is
especially true for echolocation and underwater object
detection tasks.

In turn, low-pass and high-pass filters should be used to
pre-clean the signal from frequency components that are
most likely to be noise [4]. It is also possible to use notch
filters to selectively suppress narrowband interference,
which is often caused by man-made sources such as
engines or electromagnetic generators [5].

For tasks in which noise characteristics change over
time, it is advisable to use adaptive filters based on the least
mean squares algorithm, which allow real-time changes in
filter parameters in accordance with current conditions [6].

In the presence of a reference signal, it is useful to use
correlation analysis methods, in particular cross-
correlation, which allows to identify signals similar to the
reference and suppress the background [7].

In general, in the practice of hydroacoustic analysis, a
combined approach is usually used when pre-filtering
methods are combined with wavelet analysis and adaptive
processing, which allows for high accuracy of detection
and identification of underwater objects.

Ill. SIMULATION RESULTS AND VISUAL ANALYSIS

Modeling with distortion and noise removal is at the
heart of theoretical and practical aspects of signal
processing. The problem of noise and distortion reduction
is a serious issue in such areas as speech recognition, image
processing, sonar systems, etc. [8].

The functions of the built-in wavelet package in Matlab
provide access to Daubechies wavelets and many
others [9, 10].

Figure 1 obtaining a useful signal using a discrete
wavelet transform. The figure presents a comparison
between the original signal (labeled “Data”) and the
filtered signal (labeled “Datal”) after applying a DWT.
The signal was processed in MATLAB. The horizontal
axis represents time, while the vertical axis shows
amplitude. The transformation allows suppression of noise
components and highlights the useful part of the signal.
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FIG. 1. Obtaining a useful
transform.

signal using a discrete wavelet
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Figure2 presents the wavelet decomposition
coefficients of the noisy signal (Data) and the target
denoised signal (Datal) before denoising. The signal is
decomposed into five detail levels: D1, D2, D3, D4, and
D5. Each level corresponds to a specific frequency band,
from highest (D1) to lowest (D5). The plots show how
noise manifests across multiple scales.

a) X-axis — Time (sample index).

b) Y-axis — wavelet detail coefficients.

High-amplitude fluctuations in D1-D3 represent high-
frequency noise components, while lower levels (D4, DS5)
contain useful structural information.

FIG. 2. Wavelet transformation coefficients before noise cleaning.

Figure 3 is similar in structure to Figure 1 but
emphasizes the final cleaned signal after reconstruction.
Data shows the noisy input. Datal is the clean output after
applying DWT and inverse transformation. The successful
extraction of the useful part of the signal is visually
confirmed. The difference from Figure 1 lies in more
pronounced contrast between signal and background.

a) X-axis — Time.

b) Y-axis — Signal amplitude.
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FIG. 3. The result of cleaning the useful signal from noise.

Figure 4 displays the wavelet decomposition
coefficients after thresholding and noise reduction. The
underlying signals are the same Data (original) and
Datal (denoised) signals used in Figure 3.

a) The same levels D1 — D5 are shown.

b) Many of the small, noisy coefficients are reduced or
set to zero.

¢) X-axis — Time.

d) Y-axis — Denoised detail coefficients.

The suppression of high-frequency noise is evident,
especially in the upper levels. The useful signal is
preserved primarily in the lower-frequency bands.
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FIG. 4. Wavelet transformation coefficients after noise cleaning.

IV. CONCLUSION

Filtering of hydroacoustic signals is critical to ensure
reliable extraction of informative characteristics in noisy
environments. The choice of filtering methods depends on
the type of signal, the nature of the interference, and the
accuracy requirements of the analysis. Wavelet smoothing
has proven to be particularly effective for non-stationary
signals due to its operation in the frequency-time domain.
The Wiener filter provides high efficiency in the presence
of Gaussian noise and the ability to estimate statistical
parameters a priori. General frequency filters are used for
basic signal cleaning, while notch filters are applied to
suppress specific narrowband interferences. Adaptive
filters based on LMS algorithms allow you to adjust to
changes in the spectral composition of noise in real time.
Cross-correlation methods provide effective detection of
hydroacoustic signals in the presence of a reference. Thus,
the best results are achieved by combining several filtering
methods, which in turn allows to adapt the hydroacoustic
signal processing system to the underwater environment
and increase the efficiency of hydroacoustic surveys.
Simulation results (Figures 1-4) confirm the
effectiveness of discrete wavelet transform in isolating
useful signal components across multiple decomposition
levels. Visual comparison before and after denoising
(Figures 2 and 4) illustrates the removal of noise-dominant
coefficients, while Figures 1 and 3 demonstrate the quality
of reconstructed signals. These results validate the
applicability of wavelet-based smoothing for processing
hydroacoustic data in complex environments.

AUTHOR CONTRIBUTIONS
Y.P. — writing (original draft preparation),
conceptualization, methodology, investigation; O.L —
writing (original draft preparation), conceptualization,
methodology, investigation; G.L., A.S. — writing (original
draft preparation), conceptualization, methodology,
investigation.

COMPETING INTERESTS
The authors declare no competing interests.

ACKNOWLEDGMENT
The authors acknowledge the support from NFDU
project Ne2023.04/0150 “Development of mobile
radiowave source positioning and power measuring and
visualising system”.



SISIOT Journal | journals.chnu.edu.ua/sisiot

(1]

REFERENCES
V. I. Khimchenko, Akustyka ta optyka okeanu: konspekt
lektsii. Odesa: ODEKU, 2013. [Online]. Available:
http://eprints.library.odeku.edu.ua/id/eprint/668/1/KONSP
EKT/(akustika%20i1%20optika).pdf
V. K. Madisetti, The Digital Signal Processing Handbook,
2nd ed. Boca Raton, FL: CRC Press, 2009.
N. Wiener, Extrapolation, Interpolation, and Smoothing of
Stationary Time Series. Cambridge, MA: MIT Press, 1949.
A. V. Oppenheim and R. W. Schafer, Discrete-Time
Signal Processing, 3rd ed. Upper Saddle River, NJ:
Prentice Hall, 2009.
J. G. Proakis and D. G. Manolakis, Digital Signal
Processing: Principles, Algorithms, and Applications, 4th
ed. Pearson, 2006.
S. Haykin, Adaptive Filter Theory, 5th ed. Pearson, 2014.
L. L. Scharf, Statistical Signal Processing: Detection,
Estimation, and Time Series Analysis. Reading, MA:
Addison-Wesley, 1991.
A. H. Assi, Ed., Engineering Education and Research
Using MATLAB. [Online]. Available:
http://dx.doi.org/10.5772/1532
K. P. Soman, K. I. Ramachandran, and N. G. Resmi,
Wavelets in Python, MATLAB, and Julia: Theory and
Practice. [Online]. Available:
https://books.google.com.ua/books?id=V7DgqDL_ZuAC
&printsec=frontcover&hl=uk#v=onepage&q&f=false
1. Daubechies, Ten Lectures on Wavelets. [Online].
Available: https://jqichina.wordpress.com/wp-
content/uploads/2012/02/ten-lectures-of-
waveletsefbc88e5b08fe6b3a2e58d81e8aeb2efbe891.pdf

Yevhen Parkhomenko

Received MS degrees in Radio
Engineering from Yuriy Fedkovych
Chernivtsi National University, Ukraine.
Is currently studying at a postgraduate
course in Electronic Communications
and Radio Engineering. His research
interests include network and cyber
security.

ORCID ID: 0009-0006-1805-1932

Halyna Lastivka

Received BS and MS degrees in Radio
Engineering from ChNU, Ukraine. She
received a Ph.D. in solid state electronics
from ChNU. She is currently an
associate professor of the Radio
Engineering Department of ChNU. Her
research interests include methods and
means of radio spectroscopy, their
application for research of sensory
properties, structures, defects of layered
and organic semiconductors.

ORCID ID: 0000-0003-3639-3507

Oleksandr Lastivka

Received MS degrees in Electronic
Communications and Radio
Engineering from Yuriy Fedkovych
Chernivtsi National University,
Ukraine. His research interests include
electronic communications and radio
engineering, network and cyber security.

ORCID ID: 0009-0002-6232-3270

Andrii Samila

Yuriy Fedkovych Chernivtsi National
University. D.Sc. (Engineering), Full
Professor, Head of Radio Engineering
and Information Security Department of
Yuriy Fedkovych Chernivtsi National
University. Research interests: IoT,
Microelectronics & Electronic
Packaging, Signal Processing,
Computer Hardware Design, Robotics,
High Energy & Nuclear Physics. Author
of nearly 200 publications in this
research area.

ORCID ID: 0000-0001-8279-9116

Metoau dinbrpauii B rigpoaKyCcTUYHUX cUCTEMaAX

€sreH MNapxomeHKo*, NanunHa NlactiBka, OnekcaHap Jlactieka, AHApi Camina

Kadepnpa pagiotexHiku Ta iHdopmaLiiHoi 6e3nekn, YepHiBeLbKWiA HaLiOHAaNbHWUI yHiIBepcuTeT imeHi FOpia ®eppkosuya, m.YepHisui, YkpaiHa

*ABTOp-KopecnoHaeHT (E-mail: parkhomenko.yevhen@chnu.edu.ua)

AHOTALLIA Y cTatTi po3rnAHYTO OCHOBHI MeToau GinbTpauii riApoaKyCTUYHMX CUTHaNiB, LLO BUKOPUCTOBYIOTbLCA ANA

BMAINIEHHA KOPUCHOI iHPpOopMaLii 3 NPUPOAHMX Ta aHTPOMOreHHWX 3aBag,. HagiMHICTb i TOYHICTb riZAPOAKYCTUUYHUX CUCTEM

3a7eXaTb Bifg 34aTHOCTI NpMAyLWyBaTW 3aBafu 3i 36eperKeHHAM KOPUCHUX CKAAZO0BUX MPUNHATUX aKyCTUYHUX CUTHaIB.
Ocobnusy yBary npuaiseHo BensneT-3rnaaxysaHHo, dinbTpy BiHepa, anroputmam agantmsHoi GinbTpaLii Ha ocHOBI meToay
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HalMeHLUNX KBa,ﬂ,paTiB, a TaKOX pi3HOMaHiTHMM HYaCTOTHO-CENEeKTUBHUM (biJ'IpraM, 30Kpema CMYroBmm, HU3bKOY4aCTOTHUM,
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BMCOKOYACTOTHUM i pPEeKEeKTOPHUM. EDEKTUBHICTb KOXKHOMO MeTony O6roBOPOETbCA B KOHTEKCTI TMMOBWMX NiABOAHMX
aKYCTUYHUX CepeoBULL, e AXKepena WyMy Biapi3HAOTLCA 32 NMOXOAKEHHAM i CMEKTPaIbHUMM XapaKTepUCTUKamMu. B pamkax
DOCNIAKEHHS ANA OLiHKM Ta MOPIBHAHHA meTogiB ¢inbTpalii BUKOPMUCTOBYBABCA peasibHUM TiAPOaKyCTUYHUIM CUrHan,
3aMMCcaHUi 32 4OMOMOrOH LUMPOKOCMYTOBOTO FigpodOoHa B MPUPOAHUX BOAHMX YMOBAX. CUrHaN MICTUB AK HU3bKOYACTOTHI,
TaK i BMCOKOYACTOTHI 3aBagM, a TaKOX IMMY/IbCHI LYMW, XapaKTepHi Ana 6ioNnoriyHMX Ta aHTPOMOreHHWX Axepen. Ons
MOZEeNoBaHHA Ta Bi3yanisauii npouecy ¢inbTpauii, BKAOYAOUYM BEWBNET-PO3KAALAHHA Ta MOPOroBe 3HAYeHHa, 6yno
BMKOPWCTaHO nporpamHe 3abesnevyeHHs MATLAB. Ha ocHOBi OTpMMaHMX pe3y/bTaTiB 3aNnponoHOBAHO KOMbGiIHOBaHUI Miaxig,
0,0 iNbTpaLLii, AKMI IHTErpye KiZlbKa B3aEMOAONOBHIOIOUYNX METOZIB A1A NiABULLEHHA YiTKOCTI curHany. Lia ribpuaHa ctpaTteris
[,03BOANIAE BiNbll TOYHO BUABNATM Ta iAeHTUOIKYBaTM NigBOAHI 06'€KTM, afanTylOuMCh A0 KOHKPETHUX LYMOBUX CLLeHapiiB.
Pe3ynbTaTn MoAENOBaHHA NiATBEPANXKYIOTb, WO 6aratocTyneHeBa cxema oinbTpauii 3HaYHO MOKpPaALLy€e BiAHOLWEHHA
curHan/wym i 36epirae iHGOPMaATUBHI XapPaKTEPUCTUKM TiAPOAKYCTUYHOMO CUrHany. 3anponoHoBaHWi nigxig moxe 6ytm
3aCTOCOBaHMI A0 TiAPOaKYCTUYHUX CUCTEM, WO BMKOPUCTOBYHOTbCA AN MOPCbKMX AOCANiAXKEHb, NiABOAHOI HaBirauii Ta
€KOJIOFYHOTr0 MOHITOPUHTY.

KNIKOYOBI C/10BA rigpoaKyCcTuKa, BerMBAeT-nepeTBopeHHs, nepetsopeHHa Pyp’e, dinbtp BiHepa.
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