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ABSTRACT The article describes an intelligent disinformation detection system that counteracts the spread of false
information on the Internet. It uses modern text and data processing methods, including machine learning and natural
language processing, to accurately identify fake news. The main function of the system is to provide a predictive assessment
of the reliability of information, which helps users make informed decisions, minimising the risk of falling under the influence
of disinformation. Real-world testing of the system has confirmed its ability to quickly identify fake information, contributing
to the information literacy of users and raising their awareness of information threats. Such a system is an important element
in strengthening information security, which is especially important for Ukraine in the face of numerous information
challenges. The system also plays an important role in managing the risks of information threats in IT. The results of the study
made it possible to identify potential threats in the form of disinformation that could be used to manipulate public opinion
or undermine trust in institutions. Integration of intelligent systems into risk management processes allows for a timely
response to threats, reducing their impact on IT infrastructure and preserving the reputation of organisations. The system
can be applied not only in the IT sector, but also in journalism, education, and public administration, where it helps prevent
disinformation that has a serious social impact. It can also be used to monitor and analyse information flows, which helps
identify and counteract false information. Thus, the developed system is an important step in strengthening information
security, providing protection against fake news and serving as an effective tool for managing the risks of information threats

in today's digital society.
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I. INTRODUCTION

n today's interconnected world, disinformation has

become a serious global problem that has a significant

impact on society, the economy and politics. With the
proliferation of the Internet and social media, false
information is transmitted at a high speed, which
underscores the importance of detecting and regulating it.
Disinformation can take many forms, from the deliberate
spread of false news to the distortion of facts that can
influence public opinion, political processes and the
stability of society.

In today's context, researching and countering
disinformation is becoming increasingly important. This
study aims to reduce the negative effects of disinformation,
promote informed decision-making and raise public
awareness. Timely and accurate detection of false
information allows for more effective management of
social, cultural and economic processes that disinformation
can disrupt.

The main goal of the study is to create an intelligent
system for detecting disinformation that uses the latest
machine learning and text analysis technologies. Such a
system should be able to process large amounts of data,
identify potentially false messages, and provide users with
tools to quickly respond to disinformation.

The research focuses on disinformation in the online
space, including social media, news sites and other online
resources. The project examines disinformation
distribution models, factors that contribute to its spread,

and ways to identify it. The research focuses on the
development of an intelligent system for detecting
disinformation. The project combines machine learning,
text categorisation and natural language processing
techniques to identify false information in real time.

The project is of practical importance in the areas of
information policy, strategic planning and security. The
system helps raise public awareness and provides tools for
reasoned discussion of disinformation issues. The project's
intelligent algorithms provide useful information for
decision-making and a deeper understanding of the spread
of false information.

Il. LITERATURE REVIEW

The development of a system for detecting
disinformation is extremely important and justified in the
current context. Traditional text analysis methods often
have significant limitations [1], such as high processing
time, limited access to data, and lack of real-time
information. These shortcomings make it difficult to gain
a deep understanding of information flows and make
informed decisions.

Disinformation is a complex phenomenon that is
influenced by numerous factors, including social, political
and economic aspects. It is important for governments,
organisations and policymakers to analyse these trends in
order to make informed decisions, allocate resources
effectively and minimise the social and economic impact
of disinformation.

With the development of modern technologies and

p-ISSN 2786-8443, e-ISSN 2786-8451, 02004(9) | Yuriy Fedkovych Chernivtsi National University |www.chnu.edu.ua



SISIOT Journal | journals.chnu.edu.ua/sisiot

growing access to information, the amount of data related
to disinformation has increased significantly. However,
this data is often unwieldy, heterogeneous and distributed
among numerous sources, making it difficult to manually
extract useful information. A disinformation detection
system must effectively collect and analyse this data,
providing critical information for decision-making.

An in-depth analysis of the scientific literature was
conducted to identify methods of disinformation detection,
the results of which proved valuable for this study.
Detecting disinformation is a complex process with a high
level of inaccuracy [1, 3] and plays a key role in countering
the spread of fake news and other forms of information
manipulation. ~ Modern  methods  of  detecting
disinformation need to be improved to meet the current
challenges in the field of information security.

When developing the system, an important guideline
was the ideas set out in a study on the use of the Passive
Aggressive Classifier (PAC) for disinformation detection
[2, 4-7]. PAC is an effective method for text classification,
capable of identifying disinformation with high accuracy,
even in the case of unstructured data or noise.

We also used the Multinomial Naive Bayes (MNB)
classifier, which is one of the most common algorithms for
text classification [3, 8-11]. MNB was used in conjunction
with TfidfVectorizer to convert the text into a numerical
format suitable for model training. TfidfVectorizer is an
effective tool for converting text data into a numerical form
for further processing.

As a result, an integrated model combining
TfidfVectorizer, MNB classifier and PAC algorithm was
created. This model demonstrated high accuracy in
detecting disinformation during testing. The model was
trained on a large dataset containing textual data labelled
as disinformation or non-disinformation.

E F aC tC h e C k. O r g A Project of The Annenberg Public Policy Center

11l. ANALOGUES OF DETECTING FALSE INFORMATION

To develop a disinformation detection system, it is
worth analysing existing solutions on the market. This
allows us to identify the strengths and weaknesses of
existing analogues, as well as to identify unique features
that can be integrated into our system. One of the well-
known resources for fact-checking and identifying false
information is Fact-checking.org (Fig. 1).

Advantages of Fact-checking.org:

- Extensive database of verified information and
disinformation: Fact-checking.org has one of the largest
databases, providing quick access to the information you
need.

- Interactive tools for search and analysis: The platform
offers user-friendly interactive tools for in-depth fact-
checking and analysis.

- Specialised tools for journalists and researchers: Fact-
checking.org provides additional opportunities for
journalists and researchers to investigate stories in more
detail and identify false information.

- Support for an international audience: The platform is
accessible to users from different countries.

Disadvantages of Fact-checking.org:

- Limited options for non-English-speaking users: For
those who do not speak English, the functionality of the
platform may be insufficient.

- Slow database updates: Sometimes the database is
updated with a delay, which can lead to the availability of
outdated information.

- Limited user support: The platform may have
insufficient support for new users, which can make it
difficult to learn.

Another popular resource for fact-checking and
identifying disinformation is Snopes (Fig. 2).

nooE = Em

HOME ARTICLES ASK A QUESTION ~ DONATE TOPICS ~ ABOUTUS ~ SEARCH MORE ~
A
Ask SciCheck
Ukraine

Q;: Is one day isolation sufficient to stop
forward transmission of COVID-19?

)

About 608 results (0.18 seconds)

The Facts on 'De-Nazifying' Ukraine - FactCheck.org
FactCheck.org » 2022/03 » the-facts-on-de-nazifying-ukraine

Mar 31, 2022 ... Ukrainian President Volodymyr Zelensky says Russia's talk of “de-Nazifying” Ukraine is a non-starter

in peace negotiations.

Ukraine Archives - FactCheck.org
FactCheck.org » issue » ukraine

A: People with COVID-19 could potentially
transmit it to others well beyond a day after
developing symptoms or testing positive.
New guidance from the CDC advises people
to isolate until they have been fever-free
and with symptoms improving for at least
2/ hours, and then take precautions for five
days, which covers the period when “most
people are still infectious.”

Sort by:

Relevance ~

FIG. 1. Interface of the information search page on Fact-checking.org.

Vol 2, No 2, Paper 02004, pp. 1-9 (2024)



SISIOT Journal | journals.chnu.edu.ua/sisiot

3Iopes SUBMITARUMOR  LATEST TRENDING NEWS & POLITICS ~ ENTERTAINMENT

If you can't find a topic, send it to us so we can fact check it

Ukraine disinformation

Haiinero pesyniratos: npumepHo 269 (3a 0.13 cex.)

8 Snopes) News

Snopes » News

through ...

FIG. 2. Interface of the search page on Snopes.

The benefits of Snopes:

- Extensive  database of verified facts and
disinformation: Snopes has one of the largest databases,
allowing users to quickly find the information they need.

- Specialised tools for search and analysis: The
platform offers useful tools for detailed search and analysis
of facts, allowing users to conduct in-depth analysis of
information.

- Social media support: Snopes provides support
through social media, which allows users to keep up to date
with updates and news about the platform.

- Free access: Snopes offers a free version that allows
users to use the platform for free.

Disadvantages of Snopes:

- Limited options for non-English-speaking users. For
those who do not speak English, the platform's
functionality may be insufficient.

- Slow database updates. Sometimes the Snopes
database is updated with a delay, which can lead to
outdated information.

- Limited support for users. Snopes may have
insufficient support for new users, making it difficult to
learn the platform.

The development of disinformation detection software
is becoming increasingly important in today's information
environment, where the volume and complexity of
disinformation data is growing rapidly. This underscores
the need to use advanced technologies and intelligent
algorithms to obtain reliable information and make
informed decisions.

IV. PURPOSE AND OBIJECTIVES OF THE STUDY

The goal of the study is a system that effectively detects
disinformation. To achieve this goal, the following tasks
have been identified:

1. Collect and combine disinformation data from
various sources.

2. Preparing the collected data by cleaning and
converting it into a format suitable for analysis, using
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' Russia's Neighbor Ukraine Besieged by 'Fake News' and Hacking ...

27 mioH. 2017 . ... It may sound familiar to Americans who have kept abreast of
election interference in the United States, where disinformation now bounces

machine learning methods to
conclusions.

3. Developing and tuning disinformation detection
models to predict future patterns based on historical data
and relevant characteristics, testing different algorithms to
determine the most accurate approach.

4. Develop the server side of the application using
Node.js (Express.js) to process requests and interact with
the MongoDB database.

5. Creation of APIs for interaction with the frontend
and integration of disinformation detection models for data
processing and search.

6. Creating a user-friendly interface using React.js,
Redux Toolkit, and Tailwind CSS to quickly create styles
and components.

7. Implementation of Axios to communicate with the
server APl and exchange data between the client and server
via HTTP requests.

8. Conducting comprehensive testing to ensure the
accuracy, reliability and stability of the software, with unit,
integration and system tests to identify and resolve any
issues or bugs.

V. MODELS AND METHODS

To analyse and classify news articles, various statistical
models and indicators are used to help identify patterns and
relationships in the data. The dynamics of news is studied
through a system of indicators that reveal various aspects
of this process. The main sources of information are
official news articles, and additional sample studies are
aimed at identifying the reasons for the spread of fake
news:

1. Text vectorisation (TF-IDF) is an important stage of
natural language processing (NLP) and information
retrieval. Its goal is to convert unstructured text data into a
numerical format that can be used by machine learning
algorithms.

The advantages and disadvantages of text mining
methods are shown in Table 1.

draw  meaningful
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TABLE 1. Advantages and disadvantages of text mining methods.

Method Advantages

Disadvantages

Natural language Ability to understand the
processing (NLP) content and context of the text

Machine learning and Highly capable of pattern
analytics recognition and adaptation to
conditions

1. Limited accuracy when studying large data sets.
2. Dependence on the amount of information.

1. The need for a large data set for training.
2. The difficulty of working with unstructured material.
3. Dependence on the amount of information.

One of the most common vectorisation methods is TF-
IDF term frequency - the inverse of document frequency.

TF — IDF(t,d) = TF (t,d) X IDF(t), (1)

where TF (t,d) denotes the frequency of term t in
document d, and IDF(t) is the inverse document
frequency for term t. TF-IDF takes into account the
significance of each term in the document and its rarity in
the overall corpus.

2. News classification MNB is a popular machine
learning algorithm for text classification. It works on the
basis of Bayes' theorem, which determines the probability
of a certain event given prior knowledge of the conditions
that may be associated with this event.

P(y|X) = P(y) x T (P(x_ily) /P(x_1)), (2)
where P(y|X) is the a posteriori probability of class y
given the feature vector X; P(y) is the a priori probability
of class y; P(x_i|y is the probability of feature x_i for
class y; and P(x_i) is the a priori probability of feature x_i.
Multinomial Naive Bayes Classifier (MNBC). It is a
type of naive Bayesian algorithm used to classify text data
[12-15], especially in document analysis and news
classification tasks, where features are represented as
frequency values (for example, the number of times a term
appears in a document). MNBC applies the Bayes formula
to calculate the probability of a text belonging to a certain
class, assuming that the features are independent, i.e. that
each feature (word) is independent of other features within
the same class. An important stage of data preparation for
this algorithm is text vectorisation MNBC. It is a type of
naive Bayesian algorithm used to classify text data [16-18],
especially in document analysis and news classification
tasks, where features are represented as frequency values
(for example, the number of times a term appears in a
document). MNBC applies the Bayes formula to calculate
the probability of a text belonging to a certain class,
assuming that the features are independent, i.e. that each
feature (word) is independent of other features within the
same class. An important stage of data preparation for this
algorithm is text vectorisation, for example, using TF-IDF,
which converts text into a numerical format, allowing the
algorithm to work with text data efficiently., for example,
using TF-IDF, which converts text into a numerical format,
allowing the algorithm to work with text data efficiently.
The MNBC algorithm is based on the assumption of
feature independence, which simplifies the calculation of
the a posteriori probability. However, this assumption is
not always accurate, and more sophisticated algorithms
may be required to more accurately reflect the relationships
between features.
PAC is an online learning algorithm used for
classification tasks [19-20]. Its principle is to minimise the
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loss function at each step while controlling the level of
aggressiveness during model updates.

L(y,y") = max(0,1 —y X y) @)
where L(y,y") is the loss function, y is the real class, and
y' is the predicted class.

The PAC algorithm is known for its ability to adapt to
changes in the data distribution and its robustness to
anomalies. At the same time, it may perform poorly on
datasets with a large number of dimensions or in the
presence of noise.

3. Model evaluation  (classification  accuracy).
Accuracy is a popular metric for evaluating classification
models that measures the percentage of correctly classified
samples among all samples in a test set.

Accuracy = (TP + TN) /(TP + TN + FP + FN), (4)

where TP is the number of true positives, TN is the number
of true negatives, FP is the number of false positives, and
FN is the number of false negatives.

Precision scores provide a simple and intuitive
approach to evaluate the performance of a classification
model, but may be less useful for unbalanced datasets
where one class is significantly overrepresented.

4. The confusion matrix is a more detailed evaluation
metric that provides a comprehensive picture of the
classification model's performance. It is a table used to
check the model's performance on test data.

CM = [[TP,FP], [FN, TN]], (5)
where CM is the confusion matrix, TP is the number of true
positives, FP is the number of false positives, FN is the
number of false negatives, and TN is the number of true
negatives. The confusion matrix provides a wealth of
information about the performance of the classification
model, including accuracy, precision, recall, and F1 score.
It is a useful tool for identifying model strengths and
weaknesses and for comparing the performance of
different models.

The development of logic, design and functionality is a
key stage in the creation of an intelligent system for
disinformation detection. This stage includes forming the
structure of the system, identifying its main components,
their interaction and developing the logic of the system.

The basic logic is to analyse the text entered, detect
disinformation using machine learning algorithms and
present the results to the user via a web interface. The
system logic can be divided into the following stages:

1. Data collection: obtaining textual data from various
sources (news articles, blogs, etc.).

2. Data processing: textual data is processed by
tokenisation, lemmatisation and stop word removal. Data
sets are selected and formed to train a machine learning
model.
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3. Model training: application of machine learning
algorithms (such as Naive Bayes, Support Vector
Machines, Random Forest) to train models based on text
data. The models are evaluated and tuned to achieve high
accuracy in detecting disinformation.

4. Disinformation detection: using trained models to
identify disinformation in texts.

5. Presentation of results: development of a web
interface to visualise the results for users.

VI. RESULTS OF MODEL IMPLEMENTATION

Let us describe the approach to developing an
intelligent system for detecting disinformation The first
step was to collect relevant data from reliable sources
containing news articles marked FAKE or REAL (Fig. 3).

It is compiled from a variety of reliable sources,
including official news resources and relevant data
repositories. A thorough data collection process ensures
that the dataset is based on reliable and up-to-date
information, providing a comprehensive and accurate
reflection of the latest articles.

After collection, the data underwent a detailed process
of cleaning, integration and transformation to ensure that it
is suitable for analysis and accurate identification of
classified information. Several stages of pre-processing
were carried out:

1. Identification and processing of missing values:
Missing data can create difficulties during modelling and
lead to inaccurate results. The .isnull().any() method was
used to check for missing values, which returns a boolean
value indicating whether each column contains missing
values.

2. The next step was to split our dataset into training

Detalil

Compact Column

=+ =

A title

6256

unique values

2 10.6k

5743 Syrian War Report -
November 1, 2016:
Syrian Military
Deploys Advanced T-
98 Battle Tanks to
Aleppo

1787 GOP insiders: Carly
crushed it

7808 Jeffrey Sewell et
al. : Metabiology
face to face with
Artificial

Intelligence [VIDEO]

FIG. 3. Structure of the dataset for disinformation detection.
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and test sets. This is an important step in machine learning
as it allows us to evaluate the performance of our model on
unknown data. We used the train_test_split function from
sklearn.model_selection to split the data into training and
test sets in an 80/20 ratio. This split allowed us to train the
model on the training data and evaluate its performance on
the test data.

3.The last stage of data preparation was the
vectorisation of text data. Text data cannot be directly used
in machine learning models, so it needs to be converted
into a numerical form. For this purpose, we used the
TfidfVectorizer class from sklearn.feature_extraction.text.

These preprocessing steps prepared the dataset for
further modelling and evaluation. Checking for missing
values, splitting the data into training and test sets, and
vectorising the data into a numerical form all contributed
to improving the overall quality and reliability of the
disinformation detection model.

To ensure effective work with unstructured data, thanks
to the flexibility and high processing speed for the
intelligent disinformation detection system, a database
(Fig. 4) based on MongoDB was created. It made it
possible to scale the system to work with large amounts of
information and guarantee fast access to data.

The database of information threat risk management in
IT using intelligent disinformation detection systems
contains the following collections:

1. Users stores data about registered users, including
their profiles and settings;

2. Posts — contains information about user publications,
including text, date of creation and authors.

3. Emails stores data about email accounts.

A label

A text

REAL 50%

6060

unique values

FAKE 50%

campaign. ...
Syrian War Report - FAKE
October 31, 2016:
Al-Nusra-led Forces
Failed to Break
Aleppo Siege <« »
South Fro...

On this day in 1973, REAL
J. Fred Buzhardt, a
lawyer defending
President Richard
Nixon in the
Watergate c...
Randy Maugans & FAKE
Jeffrey Sewell

Metabiology face to

face with Artificial
Intelligence

Published on ...
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Storage size: Documents:
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Storage size: Documents:

20.48 kB 5 230.008

FIG. 4. MongoDB Compass database collections.

For convenient data management, the study chose the
Mongoose object-document modelling (ODM) tool. It
allows you to define the structure of documents, set
validation rules, and greatly simplifies the work with the
database. In addition, Mongoose has built-in mechanisms
for verifying data before it is saved.

To interact with the database, Node.js is used in
conjunction with Express.js, which ensures efficient query
processing and data interaction. Thanks to Express.js, you
can easily create RESTful APls, which contributes to high
performance and scalability of the system.

Training a disinformation detection model is a critical
step in analysing textual data, as it determines the accuracy
and consistency with which the model distinguishes
between fake and true news. The training process consists
of several key stages, each of which is aimed at improving
the model's performance and adapting it to real-world
conditions.

The first step is to convert textual data (news articles)
into numerical vectors using TF-IDF (term frequency
inverse of document frequency). TF-IDF takes into
account the frequency and importance of each word in the
text in the context of the entire dataset. This method allows
the model to better understand the semantics of the text and
identify key elements that distinguish reliable news from
false news. For example, terms that are more frequent in
certain news categories may have a high TF-IDF, which
increases their importance for classification.

After text vectorisation, it is important to choose a
model for classification. In our case, two models were
chosen: Multinomial Naive Bayes and passive-aggressive
classifier.

Multinomial Naive Bayes is a popular text
classification algorithm due to its efficiency and ease of
working with large amounts of data. It is based on the
probability that each word in a document belongs to a
certain category.

The passive-aggressive classifier is suitable for online
learning tasks that require the model to constantly update
its knowledge and quickly adapt to changing conditions.

After selecting a classification model, it is trained on
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training data. During the training process, the model
adjusts its internal parameters according to the data
attributes, which allows it to learn to distinguish between
classes (fake and real news) based on TF-IDF vectors.

Once training is complete, the next step is to evaluate
the model (Fig. 5) to determine how well it classifies news.
For this purpose, various indicators are used to better
understand the model's performance.

The first metric we look at is accuracy, which shows
the percentage of news items correctly identified by the
model. In this case, the accuracy is 0.85, meaning that the
model successfully classified 85% of all news, which gives
a general idea of its effectiveness.

Next, let's look at the recall metric, which reflects the
proportion of true news correctly identified by the model
among all real news in the test set. The algorithm identified
98% of the true news, which is a very high rate. However,
only 71% of the false news was correctly identified, which
indicates that there is a need for improvement in fake news
detection.

The third indicator is accuracy, which indicates the
percentage of news correctly classified as fake or true. The
model is highly accurate in classifying fake news (98%),
but less accurate in classifying true news (77%), which is
important to consider when evaluating the results.

Finally, the F1 score (Fig. 6) is a harmonic average of
accuracy and recall. For fake news, the F1 score is 0.82,
and for true news, it is 0.87, indicating that the model
demonstrates a balanced combination of accuracy and
recall for both categories.

For a deeper analysis of the model's performance, the
confusion matrix was used (Fig. 7). It showed that the
model correctly identified 443 fake news stories and 628
true ones. However, there were still some errors: 185 fake
news items were mistakenly classified as true, and 11 true
news items were classified as fake.

In addition, we analysed the ROC-AUC (Fig. 8), which
demonstrates how effectively the model distinguishes fake
news from true news. The model achieved a high ROC-
AUC value of 0.9677, which indicates its high ability to
recognise both classes.
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VIIl. CONCLUSION

The developed intelligent disinformation detection
system is a significant step in the fight against the spread of
false information and the management of information
threats. Its effectiveness is confirmed by the real results
obtained during the experimental evaluation.

The following key results were obtained:

1. Methods used: TF-IDF text vectorisation, MNB
classifier and PAC were used to analyse and classify news
articles. The choice of these methods is based on their
advantages for the task of text classification, in particular,
for detecting disinformation. TF-IDF allows to extract the
most significant words in texts, MNB effectively classifies
texts based on frequency characteristics, and PAC provides
adaptability and resistance to anomalies.

2. Data pre-processing: The collected data underwent
cleaning, integration, and transformation to ensure its
suitability for analysis. The methods used were
identification and processing of missing values, splitting the
data into training and test sets in an 80/20 ratio, and
vectorisation of text data using TF-IDF.

3. Database: To efficiently work with unstructured data,
a MongoDB-based database was created containing the
Users, Posts, and Emails collections. Mongoose object-
document modelling tool was used for data management.

4. Model development and training: Text data (news
articles) were converted into numerical vectors using TF-
IDF. The MNB and PAC models were used for
classification.

The model was evaluated:

1. The classification accuracy is 0.85.

2. The recall rate for true news is 98%, for false news - 71%.

3. The classification accuracy for fake news is 98%, for
true news - 77%.

4. The F1 score for fake news is 0.82, for true news - 0.87.

5. The confusion matrix showed that the model correctly
identified 443 fake news items and 628 true news items.

6. The ROC-AUC value is 0.9677, which indicates that
the model is highly capable of distinguishing between both
classes.

The developed intelligent disinformation detection
system is an effective tool for combating the spread of false
information and managing information threats. The results
of the study confirm its high accuracy and practical value.
The system has significant potential for use in various fields
and requires further development to adapt to the changing
information environment.

VIII. FURTHER DIRECTIONS FOR RESEARCH

Despite the results achieved, research in this area needs
to be continued. Further developments can be aimed at:

1. Improving classification algorithms: to improve the
accuracy and completeness of disinformation detection, in
particular by using deep learning and other modern methods.

2. Expanding the system's functionality: adding the
ability to analyse not only textual but also visual and audio
information.

3. Adaptation to new types of disinformation:
developing mechanisms that will allow the system to
effectively counteract new tactics of spreading fake news.

4. Integration with other systems: to create a
comprehensive information security system that includes
tools to detect and counter various information threats.
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YnpasniHHA pusnkamum iHpopmauivHux 3arpos B IT 3a
AOMNOMOroto iHTeNeKTyaIbHUX CUCTEM BUABNIEHHSA
aesiHpopmauii

Amutpo Yrpun'’, I0piii Ywenko!, Mupocnas Kosanbuyk!, Mukura 3axapos!

'Kadenpa komn'ioTepHUxX Hayk/Bigain KOMn'lOTEPHUX TEXHONOTIM/HaBYanbHO-HAYKOBUIA IHCTUTYT Gi3UKO-TEXHIYHMX Ta KOMMN IOTEPHMX HAYK,
YepHiBeLbKuMii HaLiOHaNbHWUI yHiBepcuTeT imeHi FOpia ®eppkosuya, YepHisui, YkpaiHa

* ABTOp-KopecnoHAeHT (EnekTpoHHa agpeca: d.ugryn@chnu.edu.ua)

AHOTALLIAl Y cTaTTi ON1caHo iHTeNeKTyaNbHy CUCTeMY BUABMEHHA Ae3iHpopmali, Wo NpoTUAie NOWMPEHHIO HEeA0CTOBIPHOT
iHpopMmaLii B iHTEPHETI. BUKOPUCTHO CyyacHi meToam 0B6pPOBKM TEKCTY i AaHMX, 30KPEMA MaLUMHHE HaBYaHHA Ta 06pobKy
NPUPOAHOI MOBW, A5 TOYHOI iaeHTUdIKauii delikoBux HOBUH. OCHOBHO QYHKLEID CUCTEMM € HaZaHHA MPOrHO30BAHOI
OLiHKM [OCTOBipHOCTI iHPopMaLi, WO AONOMArae KopucTyBayam MpUMMaTi O6rpyHTOBaHI PilleHHS, MiHIMi3ylouM pusnK
noTpanasHHA nig BnAMB AesiHpopmauii. TecTyBaHHA CUCTEMM B peanbHUX YMOBax RiaTsepAwno ii 34aTHICTb WBMAKO
ineHTMdikyBaTH derikoBy iHdopMaLito, cnpuatoum iIHPOPMALLiIMHIA rPAMOTHOCTI KOPUCTYBAYiB Ta MiABULLEHHIO iX 06i3HAHOCTI
woao iHpopmauifiHMx 3arpo3s. Taka cUCTEMA € BAaXKIMBUM €1€MEHTOM NOCUNEHHA iHpopmaLiiHOT 6e3neku, Wwo ocobimso
aKTyanbHO AnA YKpaiHM B yMOBaX YNCNEHHUX iHGOPMaLLMHUX BUKAKKIB. CUCTEMA TAaKOMXK BiZlirpae BaXK/MBY POJib Y KepyBaHHI
pu3nkamm iHbopmaLiliHnx 3arpo3 B IT. Pe3ynbTatv AOCHIAKEHHA Aanu 3MOry BUABAATM MOTEHLiMHI 3arpo3un y BUrAAAi
nesiHdbopmalii, AKi MOXyTb BYTU BUKOPUCTAHI ANA MAHINYAALIN rpOMaaCcbKo AYMKO UM NiapUBY A0BIPU A0 iIHCTUTYLIN.
IHTerpauia iHTeneKkTyasbHMX CUCTEM Y MPOLLECH YNPABAIHHA PU3MKaMKU A03BOJIAE BYACHO pearyBaTu Ha 3arpo3u, 3HUXKYOUN
iXHi BNAMB Ha IT-iHppacTpyKTypy Ta 36epiratoumn penyTaLito opraHisauin. Cuctema moxke 6yTy 3acTocoBaHa He TisibKu B IT-
CEKTOpi, @ M y »KypHanicTuui, ocsiTi, AepXaBHOMY YyNpaB/iHHI, Ae BOHa Aonomarae 3anobiratu gesiHbopmalii, WwWo mae
cepito3HUit coujanbHMii BNauB. |i TaKoK MOXKHa BUKOPUCTOBYBATW ANA MOHITOPUHTY Ta aHani3y iHGOpMaLiiiHMX NOTOKIB, WO
CNPUAE BUABMEHHIO i NPOTUAIT HenpaBauBii iHGopmauji. TakKMM YMHOM, PO3PODB/AEHA CUCTEMA € BAKAMBUM KPOKOM Y
nocuieHHi iHpopmauiiHoi 6e3nekn, 3abesaneyyoun 3axmcT Bif GeNKOBUX HOBUH Ta CAYTrytoun epeKTUBHUM iHCTPYMEHTOM
ynpaBAiHHA pM3MKaMM iIHPOPMALLIAHMX 3arpo3 y cy4acHOMY LiMGPOBOMY CYCMi/IbCTBI.

KNIKOYOBI C/IOBA iHTeNneKTyasbHa CUCTeMA, BUABNEHHA Ae3iHpopmalii, UTYYHUIN iIHTENEKT, MalUMHHE HAaBYaHHA, NBUHHE
HaBYaHHA.

@ @ This article is licensed under a Creative Commons Attribution 4.0 International License.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
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