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ABSTRACT This study investigates modern methods of text recognition from images, specifically comparing optical character
recognition and intelligent character recognition. The technologies of machine learning, including convolutional and recurrent
neural networks, are compared based on criteria such as accuracy and efficiency in processing handwritten and printed texts.
The advantages and limitations of existing solutions for forming digital documents from images containing various
handwriting styles and low-quality text images are analyzed. Key challenges associated with processing multilingual texts are
identified, and future prospects for the development of text recognition technologies are discussed.
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I. INTRODUCTION

his is the most valuable resource in today's world
T where digital technologies play a significant role in

many aspects of modern life. Despite that it is easier
to type on a keyboard, many people still prefer writing their
notes by hand even if it is done on traditional paper or
digital tablets. In the context of this there is an increasing
demand for technology to convert image-based text into
structured data sets more efficiently. The development of
intelligent character recognition (ICR) systems creates
opportunities for merging the analog and digital worlds.

The recent developments in this area allow for very
accurate text recognition which is critical for the
preservation and processing of huge amounts of
information. This is particularly true about documents
containing important scientific, medical and historical data
that should be accessible digitally. Technologies including
optical character recognition and intelligent character
recognition help to effectively transform handwritten texts
into machine-readable formats. This makes it much easier
to link manual entries with digital databases, enabling
researchers to access them later and use them accordingly.

Incidentally, this is an issue that is greatly worth
tackling since we would like the important information to
be preserved and more easily accessible. In consequence,
classifying and aggregating of visual text data from images
in a world where massive data is generated on daily basis
has consequently been required to be incorporated into
creative solutions.

This implies that the use of technology for handwriting
recognition in modern information systems is not only
helping to store information but also to make it retrievable.
That way digital technologies will now be used widely
across various areas of operations leading to data
processing efficiency increase.

Il. MAIN APPROACHES
The process of text recognition has a long history,
which began with old traditional optical character

recognition (OCR) methods and has lately extended to
smart ICR systems. These technologies have been used in
many aspects of human life simplifying the process of
transforming images into texts. In document processing,
OCR is utilized to convert printed information into
machine-readable form. However, it encounters difficulties
when it comes to handwritten texts or poor quality
documents. Although OCR is a basis for many modern
recognition systems, its performance heavily depends on
the quality of the source material [1].

Contemporary text recognition methods involve
application of neural networks such as convolutional
neuronal networks (CNN - convolutional neural networks)
and recurrent neuronal networks (RNN - recurrent neural
network). Such approaches significantly improve
recognition accuracy owing to their capacity to interpret
the context and structure of a written document. For
example, for recognizing hand-written words, ICR
involves use of machine learning techniques that can be
trained to recognize different writing styles hence
improving recognition accuracy [2].

Developments in text recognition, however, involve the
creation of smart systems that can learn to adapt to
changing situations and improve their performance. An
ICR is a good example of such tools it not only recognizes
printed but also written texts making it very useful when
dealing with manual documents [3, 4].

Nevertheless, despite the considerable progress made
in the field of text recognition there are few unresolved
issues. One of them is how difficult it is to handle
handwriting as it may be different in style and quality.
Additionally, processing multilingual texts and symbols
represented by different alphabets poses new problems for
researchers. The future of ICR lies in increased accuracy
and speed of recognition [5, 6].

Adopting the concept of OCR we can define that it is
the conversion of printed or handwritten text into digital
form. OCR is applied for fast input of texts into the
computer systems and for decreasing the amount of spaces

p-ISSN 2786-8443, e-ISSN 2786-8451, 01008(5) | Yuriy Fedkovych Chernivtsi National University | www.chnu.edu.ua



SISIOT Journal | journals.chnu.edu.ua/sisiot

for the storage of the documents. However, there are
certain challenges associated with conventional OCR
techniques and those include poor recognition with the
different font types and the page layout [7]. An upgrade to
OCR is ICR that employs the use of machine learning and
artificial intelligence to make this handwriting recognition
even better. ICR is carried out by sub-dividing each
document into characters and by using computer vision
before initiating the final recognition process by applying
trained models on the huge array of handwriting
recognition data models. ICR also adapts NLP methods to
evaluate context of the text, enabling precise identification
of character even in unfavourable circumstances [8, 9]. The
CNNs are employed in recognizing the handwritten
characters because of the effect exhibited by the networks
in extracting the image features. CNNs consist of three
main layers: Specifically, convolutional layer, pooling
layer and fully connected layer are involved in the neural
networks. The convolutional layer determines primary
elements in the image to be processed such as edges and
corners, and the fully connected layer differentiates
between the type of the image based on these features. The
employment of CNNs enhances the performance of
handwritten text recognition especially for images with
blurry backgrounds or complicate background [7].

RNN and its modified forms like LSTM (Long short-
term memory) and BLSTM (Bidirectional Long Short-
Term Memory) are used for recognizing the data sequences
like handwritten text. The ability of RNNs to take into
account preceding characters when recognizing subsequent
ones is advantageous when processing digital documents
and especially handwritten ones. The high recognition
accuracy is explained by the nature of RNN and its
modifications as they can take into account the context of
the sequence of characters in the text [8].

CNN and RNN combination has be used to improve the
performance of handwritten text recognition because each
of these provides unique benefits. For instance, CNN is
employed to obtain image features, and RNNSs to process
these features sequentially and classify them. This
approach has good accuracy, thus making it possible to
utilize when involves handling numerous documents with
different formats and font types [8].

IIl. LATEST STUDIES

Article «Handwritten Character Recognition Using
CNN» [7] written by Madhu M Nayak and Vaidehi D deals
with the recognition of characters using CNN. The authors
pay the most attention to designing and assessing the
recognition system that should recognize the characters
extracted from the optical images of handwritten text or
directly input characters. Preprocessing techniques are
distinguished, which improve the work of the system and
increase the relevance of the proposed approach to such
fields as digital processing of handwritten copies,
automation of post office work, and increasing the
functionality of the accessibility tools. It is unique in the
area of OCR because of the methods of processing and the
application of deep learning to enhance the identification
of characters. The authors employ the EMNIST dataset that
covers the set of handwritten characters, and thus, the
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model can be trained under different scenarios. In the
course of this work, they managed to achieve high
identification rates, which at some level of training
exceeded 86% and this point to a high possibility of using
CNN in the sphere of OCR. The findings of this work open
a chance to apply this method in commercial and
educational products where quickly recognising the
handwritten text is significant. Therefore, this research is a
significant contribution towards the development of
effective and complex handwritten text recognition that
belongs to the sphere of modern technological
advancements.

According to the article «How Intelligent Character
Recognition (ICR) is Overcoming OCR Limitations in
Document Processing» [9], the history of document
automation is described with the focus on the ICR benefits
over OCR. The authors explain how the ICR technology
entails the use of Al and machine learning in the
recognition of handwritten texts. Namely, the ICR can
employ various NLP methods for context aware
recognition of the text and, therefore, accurately recognize
rather complex character forms. The main weaknesses of
the OCR are closely related to the strict framework for
recognizing characters donated and used, which makes it
difficult to work with semi-structured and handwritten
texts. While the latter one uses machine learning
algorithms to detect a number of specific features of the
character, in comparison to ICR is much more flexible and
accurate in front of various types of documents. This
supports complex document inputting such as invoices,
receipts, legal documents, and research notes among
others. The scenarios using ICR are related to data entry,
invoices, and receipts, and also for the recognition of the
handwritten notes. ICR is much more accurate and faster
compared to OCR, as it provides a spectrum of usable
solutions for the document recognition in different areas of
business. Other concerns raised in the article regards
important aspects regarding the ICR’s execution and these
are; models must be trained well on large data sets and
adequate measures should be taken to secure sensitive
information. Therefore, it can be noted that the article
engages with the assertion that ICR is the major enhance to
the document processes technologies that assist business
entities to enhance their data processing credibility,
expediency, and velocity to create better data processing
decisions and drive success.

In the article «Self Intelligence with Text
Recognization» [8], Subodh L. Vasankar, Hershad
Mahajan, Deovrat Deshmukh, and Hemant Munot are
devoted to creating infrastructure that would allow
machines to analyze certain video streams containing text
images and then analyze the meaning of this text and
program themselves in accordance with the text contents.
The work’s principal outcome is an algorithm and the
software developed, which is capable of identifying and
analyzing text characters in real-time and perform
programmed actions based on the analyzed text. One of the
features of this development is usage of a certain protocol
involving an initial and a final protocol with inserted
instructions written in C programming language and
printed in a certain font. The authors explain stages of the
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image processing as text detection, text cropping and
creating an image file into text. The biometric features
especially image samples are passed through a character
recognition algorithm that helps differentiate between
them and identify the relevant character, this makes it most
suitable for specifying usage conditions. Furthermore,
there is an analysis of programming: programming a
microcontroller considering the text received, enabling the
machine to perform the instructions assigned in the
identified text. Future opportunities in the research provide
for the broad use of this technology in the future, by
constructing machines that can learn on their own, and
perform various functions according to text prompts. This
could tremendously enhance human-robot interaction; the
robots would be able to perform numerous activities that
call for identification of textual content.

Some of the conventional techniques to optical
character recognition which can easily be implemented by
an automated OCR system are:

According to the classification to the methods of
automatic text recognition, OCR can be considered as one
of the first methods developed. It can turn printed text into
machine readable format making the process of document
scanning far easier. The main stages of OCR operation
include:The main stages of OCR operation include:

1. Preprocessing the Image: Filtering out the noise,ué
making the text aligned and increasing contrast.

2. Segmentation: Blending of letters into characters, or
words in the case of a word image.

3. Character Recognition: Selecting each characters
based on the templates set.

4. Postprocessing: Punctuation of the text, deletion and
addition of some words.

TABLE 1. Comparison of OCR and ICR.

explain why ICR is more effective and versatile compared
to OCR in text data processing.

Text recognition in today’s world employs high-
performance machine learning computation techniques
that boost both the speed of recognition as well as
accuracy. These include:

1. Convolutional Neural Networks (CNN). Alarm and
signal processing is the primary application of this kind of
layers.

2. Recurrent Neural Networks (RNN). Applicable for
examining sequences of characters for instance, used in
recognizing handwritten texts.

3. Hybrid Models. CNN and RNN integrated into the
design to increase the recognition results.

TABLE 2. Comparison of text recognition methods.

Methods Accuracy  Speed Limitations

CNN ~90% ~500 cps Large data requirement for
training

RNN ~85% ~300 cps Sensitivity to long
sequences

Hybrid ~ ~95% ~400 cps Complexity in

Models implementation and tuning

Aspect

OCR

ICR

Basic Principle

Human
Supervision
Adaptability to
Document
Layout
Template/Rule
Requirements

Integration with
ERP Systems

Accuracy
Improvement

Template or rule-
based, without Al

Requires frequent
human supervision
Suitable for fixed-
layout documents

Manual creation of
templates/rules/lay
outs

Integration can be
more complex

Depends on the
supporting
database

Adaptive using Al,
minimal human
intervention
Reports only in
case of anomalies
Trained for
frequent layout
changes

Does not require
templates or rules

Outputs easily
integrate with ERP
systems

Improves accuracy
over time with Al

Using the above table one is in a position to see how

ICR is better than OCR in every way. ICR, due to the
efficient integration of artificial intelligence, requires little
supervisory inputs and handles layout changes in a number
of documents within an efficient manner that it does not
require the creation of templates or rules. In contrast to
OCR, which has to be supervised daily and operated based
on templates, ICR is interfaced with ERP more effectively
and develops with every iteration based on the data
received. Summing up, the above-mentioned benefits
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The table shows the comparative analysis of CNN,
RNN and the hybrid model where we can notice its pros
and cons at the same time. CNNs give high recognition
accuracy, but in exchange, they need more data for training
and have moderate speed. RNNs also involves high
accuracy and the relative speed is moderate but is NOT
suitable for long data sequences. The combination of
CNNs and RNNs is very accurate, and very fast;
nevertheless, they are difficult to implement and set
precisely. The conclusions from the table stress that,
although the ensembling of two approaches is harder to
achieve, its outcome could be significantly better than the
outcome of each of the models separately which is why the
hybrid models should be seen as the best way to go when
it comes to text recognition [10].

4. Feature
extraction

1. Image

capture 2. Preprocessing 3. Segmentation

8. Output
generation

6. Dictionary and 7. Post-processing
context analysis

5. Recognition

FIG. 1. How IRC works.

The paper reveals that Intelligent Character
Recognition is among the most superior methodologies in
the field of text recognition. It even allows the
identification of not only printed text but also text in
handwritten form, which enlarges the possibilities of its
usage. The main advantages of ICR include:

1. Adaptability. About the ability to learn and get used
to different handwritten texts.

2. Accuracy. Recognition accuracy is very high even
for complicated handwritten texts.
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3. Integration. Compatibility with the existing other
systems to process as well as analyse the input data.

Table 3 shows that ICR has a lot of key parameters on
which it outperforms the rest. It cannot be utilized to
recognize printed texts like OCR, but it is accurate in
recognizing printed and hand-written texts with much
better recognition accuracy. It also has much higher
flexibility in handling all document formats than OCR,
whose adaptability is much low. While advanced
functionality of ICR is traded off for longer processing
times, OCR has retained high sensitivity to image quality.
Results indicate advantages of using ICR as a solution that
is more accurate and adaptable in text recognition,
considering operation in high document variability
environments [11, 12].

TABLE 3. Comparison of ICR and traditional OCR methods.

Parameter OCR ICR
Type of Text Printed Printed and Handwritten
Accuracy 80-95% 90-99%
Adaptability Low High
Limitations Sensitive to High computational
image quality resource requirement

V. CONCLUSION

In this regard, it is necessary to comprehend that the
existing and more recent methods of text recognition,
including CNN, RNN and ICR, improve the recognition,
as well as the efficiency of current handwriting and printed
text recognition. Based on the presented advantages of ICR
technology, the ability to recognize texts with different
handwriting while using low-quality for text input, the
continuation of research on the given technology can be
considered a priority. Notable among them is the capacity
to deal with multidimensional texts, which opens up the
application of the tool to several disciplines. Nonetheless,
some issues have not been solved, like difficulties in the
straight text’s recognition due to different handwriting
styles, or a relatively slow speed of recognition.
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AHani3z metoaiB Knacudikauii Ta arperauii TeKCTOBUX
AAHNX 3 306paXKeHHA

BorpaH Nonosuy, FaHHa 3aBonogbko”

Kadegpa mynbTmeaiiHux Ta iHTEPHET-TEXHOOTIN | cnuctem, HaLioHaNbHUIM TEXHIYHWIA YHIBEPCUTET « XapKiBCbKUIM NONITEXHIYHUIN IHCTUTYTY,
XapkiB, YkpaiHa

*ABTOp-KOpecnoHAeHT (EnekTpoHHa agpeca: anna.zavolodko@khpi.edu.ua)

AHOTALLIA Y cTaTTi 4OCNiAXKYIOTbCA Cy4acHi MeTo4M po3ni3HAaBaHHA TEKCTY 3 300paXKeHb, 30KpeMa MOPIBHIOIOTLCA ONTUYHE
po3nisHaBaHHA cumBonis (OPC) Ta iHTeneKkTyanbHe posnisHaBaHHA cumBoniB (IPC). Po3rnsaHyTo TexHonorii mMawWHHOro
HaBYaHHA, BK/OYAOUYM 3ropTKOBI HEMPOHHI Mepexi (3HM) Ta peKkypeHTHi HelMpoHHi mepexki (PHM), fKi BUKOpUCTOBYIOTbCA
ANA NiIABULLEHHA TOYHOCTI Ta ePEKTUBHOCTI 06POBKM PYKOMUCHMX | APYKOBAHMX TEKCTIB. BUBYEHO nepeBarn Ta obmeKeHHA
icCHytouMx piweHb ana GopmMyBaHHA UUPPOBUX LOKYMEHTIB 3 300parKeHb, L0 MICTATb Pi3Hi CTUAI MOYEpPKy i TEKCT Ha
306paXeHHAX HW3bKOI AKOCTi. 30Kpema, IPC AEeMOHCTPYE BWMCOKY afanTMBHICTb A0 3MIHHMX YMOB, WO pPobUTb lioro
epeKTUBHILIMM Yy MOPIBHAHHI 3 TpagMuiiHumuM meTogamu OPC. 3HayHa yBara npwugineHa 3gatHocTi ICR o06pobnatu
6araToOMOBHI TEKCTH, LLLO PO3LLMPIOE MOMKANBOCTI il BUKOPUCTAHHA Y Pi3HUX chepax AiANbHOCTI. Y CTATTi TAKOXK aHaNi3yoTbcA
OCHOBHIi BUK/IMKU, NOB'A3aHi 3 06p06KOI PYKOMMCHOrO TEKCTY Pi3HUX CTUAIB, @ TAKOXK HEOBXiAHICTb NOKPALLEHHA WBUAKOCTI
po3ni3HaBaHHA. [peacTaBaeHi pesynbTaTv CBigYaTb NPO BMCOKUI NoTeHLian BUuKopucTaHHA 3HM ta PHM y 3agavax OPC, a
TaKOX NPO NEPCNEKTUBHICTb FBPUAHUX MOLENEN, WO NOEAHYIOTL NepeBarn 0b6ox nigxoais Ana AOCATHEHHA AyKe BUCOKOI
TOYHOCTI po3ni3HaBaHHA. OCO6/MBO BaXK/IMBUM € 3aCTOCYBaHHA LIMX TEXHOJONIN y Takux ranysax, Ak uudposa ob6pobka
PYKOMUCHUX [AOKYMEHTIB, aBTOMAaTM3alliA MOLWTOBMX MOCAYr Ta PO3LMPEHHA IHCTPYMEHTIB A0oCTynHocTi. Lli BMCHOBKM
NiAKPECNIOOTb BaXK/AUBICTb NMOAANbLINX AOCNIAKEHb Ta PO3BUTKY TEXHOONIA PO3Mi3HaBaHHA TEKCTY ANA MOKPALLEHHSA
edeKTUBHOCTI 06POOKM AaHMX Ta IHTErpaLLii pyKONMUCHUX TEKCTIB Y Cy4acHi iHpopmaLiiiHi cuctemu. JocnigsKeHHs NOKasyeE, Wo
TEXHOAOFii MAalIMHHOFO HaBYaHHA Ta MMOOKOro HaBYaHHA MOXYTb 3HAYHO MOKPALLMTM TOYHICTb PO3Mi3HABAHHA TEKCTY,
3MEHLLYHOUYU HEOOXIAHICTb NOACHKOrO BTPYYAHHA Ta NPUCKOPIOOYM NpoLec 06pobKku AaHuX. Y CTaTTi TaKOXK PO3raaAatoTbes
MPAKTUYHI acMeKTU BMPOBAAMKEHHA LMX TEXHOOFiM, 30Kpema, HeobXifHICTb BENMKWUX oBuMcntoBasibHUX pecypciB ana
HaBYaHHA Moaesiei Ta 3abe3neyeHHs HagiHOi poboTK cUCTeM Y pPi3HMX yMmoBax. Lie foCniarKeHHs € BaXK/IMBUM BHECKOM Y
PO3BUTOK TEXHONOTi LMPPOBOI OBPOOKM TEKCTY, WO MatoTb LIMPOKI MEPCMEKTMBU 3aCTOCYBaHHA Yy PI3HMX ranyssx,
BKJ/IIO4AOYM HAYKY, MeANLIMHY, OCBITY Ta BisHec. BUKOPUCTaHHA Cy4aCHUX METOAiB PO3Mi3HAaBaHHA TEKCTY A03BO/IUTb 3HAYHO
niasuwmnTM edeKTUBHICTb 06p0o6KK iHGOpMaLii Ta CNPMATU PO3BUTKY iHHOBALMHWUX pilleHb Ana pPoboTU 3 BEAUKMMMU
obcsAramm faHux.

KNKOYOBI C/IOBA po3ni3HaBaHHA TEKCTY, MallMHHE HaBYaHHA, aBTOMaTu3auia 06pobKM AaHWX, 6AraTOMOBHI TEKCTH,
NOpPiBHANBbHWIA aHanis.
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