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ABSTRACT The article examines the issue of substantiation of filter selection methods to increase the efficiency of multi-
level recurrent time-frequency segmentation in cognitive telecommunication systems. The main attention is paid to the
analysis of signal filtering methods to improve the quality of data transmission in the dynamic conditions of the radio
environment. The purpose of the article is to evaluate the effectiveness of various filtering methods for segmentation of
ensembles of complex signals. The methods described in the article include Butterworth, Chebyshev, Bessel, Kaiser, elliptic,
and hybrid filters. Experiments have shown that different filters have their own unique advantages: Butterworth filters
provide a smooth frequency response without ripple in the passband, which reduces signal distortion, increasing the signal-
to-noise ratio (SNR) to 45 dB and reducing harmonic distortion to 0.05%. Chebyshev filters, thanks to the steep rolloff in the
stopband, increased the SNR to 40 dB, although they have ripples in the passband, which can lead to some phase distortion,
with a harmonic distortion reduction of up to 0.07%. Bessel filters minimize phase distortion, providing the lowest group
delay (0.04 ms) of any filter, increasing SNR to 42 dB and reducing harmonic distortion to 0.04%. Kaiser filters provide high
tuning flexibility, increasing SNR to 44 dB and reducing harmonic distortion to 0.06%, with a group delay of 0.05 ms, which
is acceptable for the balance between signal quality and delay. Elliptical filters showed the best SNR improvement up to
48 dB and the lowest harmonic distortion (0.03%), providing ripple levels in both the passband and stopband, making them
effective for accurate separation of frequency components. Hybrid filters (Butterworth and Chebyshev) provide the highest
level of SNR improvement up to 50 dB, minimum harmonic distortion of 0.02% and optimal adaptability in dynamic
environments. The obtained results can be used for the development of more effective cognitive radio networks capable of
working in the conditions of a dynamic radio frequency environment. Further research should focus on the development of
new hybrid filters and machine learning algorithms to automatically adjust filter parameters in real time, as well as
investigating the effect of different types of interference on filtering performance.
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I. INTRODUCTION

n modern cognitive telecommunication systems,

I there is a growing need for effective filtering of

complex signal ensembles [1-12]. This need

arises from the ability of such systems to adjust

parameters in response to dynamic radio environment

conditions, requiring high precision and speed in signal
processing.

Effective signal filtering encompasses several key
aspects that ensure the quality and reliability of data
transmission. Firstly, improving the signal-to-noise ratio
(SNR) enables the extraction of useful signals from
background interference. A high SNR guarantees that
data will be transmitted with high reliability and
minimal losses. Secondly, reducing inter-channel and
inter-symbol interference significantly enhances signal
quality. Eliminating these types of interference lowers
the  probability of errors during information
transmission.

Thirdly, adaptation to dynamic environmental
conditions is a crucial aspect of effective signal filtering.

Considering changes in interference levels allows for
maintaining optimal communication quality and stable
system performance.

The aforementioned issues can be addressed using
the method of multilevel recurrent time-frequency
segmentation. By analyzing the spectral characteristics
of the signal, substantiating the duration of segments,
and employing adaptive algorithms, this method
effectively separates and processes complex signal
ensembles. It ensures continuity and coherence between
segments, preventing the loss of critical information and
maintaining signal integrity.

The object of this research is the process of
justifying filter selection methods to enhance the
efficiency of multilevel recurrent time-frequency
segmentation. The subject of the research is the filtering
methods and their application in  cognitive
telecommunication networks. The aim of this study is to
evaluate the effectiveness of filtering methods in
multilevel recurrent time-frequency segmentation of
complex signal ensembles.
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Il. REVIEW OF THE LITERATURE

The studies [1-3] focus on improving the efficiency of
cognitive radio networks through the use of adaptive
signal processing algorithms. These studies have
established that the application of adaptive methods
significantly enhances the performance and reliability of
cognitive radio networks, especially under dynamic
environmental changes.

Research [4,7] concentrates on optimizing signal
parameters using neural networks and adaptive
algorithms. They have demonstrated high efficiency in
signal  processing improvement, confirming the
advantages of these methods in telecommunication
systems.

Studies [5, 6] focus on analyzing the parameters of
cognitive radio networks considering interference
components and other factors affecting their efficiency.
They have confirmed that considering such factors is
crucial for ensuring the stable operation of networks.

Research [9, 11] examines the theoretical aspects of
cognitive radio systems, defining the main principles of
their functioning and potential development directions.
These studies lay the foundation for future practical
applications and further research in this field.

The use of the proposed methods allows for the
improvement of the characteristics of complex signal
ensembles; however, significant attention has not been
paid to justifying filter selection methods to enhance the
efficiency of multilevel recurrent time-frequency
segmentation, which prompted this study.

IIl. THE MATERIALS AND METHODS

To implement the method of multilevel recurrent time-
frequency segmentation, the following types of filters are
recommended:

1. Butterworth  Filters. These filters provide a
maximally smooth frequency response without ripples in
the passband, which reduces signal distortion and
minimizes the filtering impact on the useful signal.
Additionally, Butterworth filters can be implemented in
both analog and digital forms, which is crucial for
cognitive telecommunication systems where real-time or
near-real-time calculations are often required [1, 3, 8-10].
The main drawback of Butterworth filters is their less
steep roll-off outside the passband compared to
Chebyshev or elliptic filters. This may necessitate a clear
distinction between the passband and stopband to ensure
the desired filtering quality.

1.1. The analog prototype of a Butterworth filter is

determined by the formula [5, 7]:
1

H(s) = ——, @
\|1+({.|J_C)2n
where s — complex variable; w, — cutoff frequency; n —
filter order.

1.2. Butterworth digital filter. It is obtained after
applying the bilinear transformation (or Tustin
transformation in honor of the English engineer
A.V. Tustin) to the analog prototype. The bilinear
transformation is determined by the formula [10, 12]:

2 1-z7*
S =Tz )
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where T — discretization period; 2 — complex digital
frequency variable.

After the bilinear transformation, the transfer function
of the Butterworth digital filter takes the form of a
mathematical expression [9, 12]:

bo+by 2 14t 270
H(Z) = e )
where a; and b; — are coefficients of the numerator and
denominator of the transfer function, which are calculated
using Butterworth polynomials and the bilinear
transformation.

2. Chebyshev filters. They differ from other types of
filters in their ability to provide a steep decline in the
barrier band with a relatively small filter order.
Chebyshev filters achieve this by introducing ripples in
the passband (type | Chebyshev filters) or in the stopband
(type 1l Chebyshev filters), which allows you to
effectively filter out unwanted frequency components
while preserving a significant part of the useful signal. In
addition, in order to achieve the specified filtering
characteristics, Chebyshev filters require a lower order
compared to other filters, due to which they are easier to
implement in practice [4].

Disadvantages of type | Chebyshev filters include
ripples in the passband, which leads to signal distortion.
In addition, in digital implementation, Chebyshev filters
are considered less stable at high filter orders. The
transfer function of an analog Chebyshev filter of type I

of order n is defined as [1, 3, 7]:
1
H(s) ‘Il'ﬁrﬂ:wic)- 4)
where T — Chebyshev polynomial of order n; € — the
ripple parameter in the transmission band.

3. Elliptic filters (Kauer filters) are popular in
application because they provide a steep rolloff in the
stopband at a relatively low filter order. Elliptical filters
have ripple levels both in the transmission band and in the
blocking band, which allows them to optimally separate
signals with minimal loss. These filters provide high
efficiency in the separation of frequency components,
which allows you to preserve the maximum part of the
useful signal and at the same time minimize the influence
of unwanted frequencies [9].

For the implementation of elliptic filters in the method
of multilevel time-frequency recurrent segmentation, it is
important to consider their ability to provide a high
degree of frequency separation with minimal order. This
allows for efficient analysis and processing of signals at
different levels of recursive processing, while maintaining
high accuracy and detail [11].

Despite the advantages, elliptic filters have a
significant drawback - the presence of ripples in both the
passband and the stopband, which can lead to signal
distortion, especially with significant amplitude ripples. In
addition, elliptic filters can be more difficult to implement
in practice, especially in analog form, due to complex
transfer function polynomials. The transfer function of an
analog elliptic filter of order n with passband ripples e
and stopband ripples r is given by the mathematical
expression [11]:
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H(s) = ——0 (5)

J1HEE )

where RZ— an elliptic polynomial of order n.

4. Kaiser filters. Known for their application in digital
signal processing, Kaiser filters are flexible and capable
of providing optimal interference suppression with
specified filtering characteristics. They are based on the
"Kaiser window", used to create filters with defined
passband and stopband characteristics. Kaiser filters offer
a high level of control over filtering parameters, making
them highly effective for applications where precise
tuning of the passband and stopband is required. Their
primary advantage is their flexibility, allowing for the
adjustment of filter parameters such as transition width
and attenuation level to achieve optimal results. They also
maintain a uniform amplitude-frequency characteristic in
the passband, helping to avoid signal distortions. The
main drawback of Kaiser filters is the complexity of their
design compared to other filter types, due to the need to
adjust multiple parameters simultaneously. Additionally,
for some specific applications, finding the optimal
parameter values to ensure the required filtering
characteristics can be challenging [9, 11].

Kaiser filters are effectively applied in the method of
multilevel recurrent segmentation due to their ability to
control filtering parameters, allowing for the separation
and recursive processing of signals at various levels. The
«Kaiser window» is calculated using the formula:

wlnl = I (5 I1- (- 1)2)/10 @) ©)

where I, — modified zeroth-order Bessel function; g —
parameter that determines the shape of the Kaiser
window; n — sample index; N — window length.

5. Bessel filters possess a maximally flat phase
response, which ensures minimal group delay and
uniform phase characteristics within the passband without
resonant peaks. This feature is crucial for maintaining the
signal shape, particularly when avoiding phase distortions
is necessary in methods of multilevel recurrent time
segmentation, where time segments of varying lengths are
used [3].

Bessel filters belong to the class of linear-phase filters
and do not exhibit as steep amplitude-frequency roll-offs
as Chebyshev or Butterworth filters, which can be a
disadvantage in applications requiring sharp frequency
cut-off. Due to their smooth roll-off, Bessel filters have
lower selectivity, which may result in less effective
removal of interference outside the passband. In practice,
the calculation of Bessel filters uses the Bessel
polynomial T (s) for a filter of order n:

T, (s) = Xkzo axs”, ()

where s — complex variable, and the coefficients a, are
calculated to ensure a maximally flat phase response.
The amplitude-frequency characteristic for a Bessel
filter of order n is determined by the formula:
of
H® =15

(8)
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where w — filter cutoff frequency.

6. Hybrid approaches combine the advantages of
different filtering methods to achieve optimal processing
characteristics. They are employed to address complex
problems where the use of a single filter type may be
insufficient to ensure the required quality and precision.
For example, combining Butterworth filters, which
provide a smooth frequency response, with Chebyshev
filters, which have a steep roll-off in the stopband, allows
for the simultaneous reduction of signal distortion and
high noise immunity.

The mathematical formula for a hybrid filter
composed of Butterworth and Chebyshev filters is as
follows:

Hyyieia(8) = Hputterworta (S) - Hchebyshev (S). 9

Hybrid approaches also enable high processing
accuracy through the use of adaptive algorithms. For
instance, machine learning methods can be applied to
adjust filter parameters based on real-time data analysis.

However, the main drawback of hybrid approaches is
their complexity, which involves a large amount of
computation and  meticulous  parameter  tuning.
Additionally, the development of such systems requires
specialists with deep knowledge in the fields of digital
signal processing and machine learning algorithms
[1,7,9-12].

IV. EXPERIMENTS

To substantiate the effectiveness of the application of
various filters for the practical implementation of the
method of multilevel recurrent  time-frequency
segmentation, various sequences were simulated and their
analysis was carried out using Butterworth, Chebyshev,
Bessel, Kaiser, elliptic and hybrid filters (code in Piton
language). For analysis, we take four sequences (Table 1-
6, Fig. 1):

—sequence A — a signal with a pure sinusoidal form
with low interference;

—sequence B — a signal with a sinusoidal shape with
moderate interference;

—sequence C — a signal with a sinusoidal shape with a
high level of interference;

—sequence D - a signal with multi-frequency
components and a high level of interference.

The following indicators were selected for analysis:

—SNR - signal/noise ratio to check how well a
particular filter removes noise;

— Peak Factor PF (Peak Factor) is the ratio of the peak
amplitude to the root mean square value of the signal;

—group delay GD (Group Delay) — measures signal
delay due to filtering;

— THD (Total Harmonic Distortion) — an indicator that
evaluates the level of harmonic distortion of the signal
after filtering;

—signal energy E — total signal energy before and after
processing.



SISIOT Journal | journals.chnu.edu.ua/sisiot

TABLE 1. Analysis of changes in indicators after applying the Butterworth filter.

Indicator Sequence A Sequence B Sequence C Sequence D
Before After Before After Before After Before After
SNR (ub) 30 45 20 35 10 25 5 20
PF 3.0 2.8 3.2 2.9 35 3.0 4.0 35
GD (mc) 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05
THD (%) 0.1 0.05 0.3 0.15 0.5 0.25 1.0 0.5
E 1.00 0.98 1.00 0.96 1.00 0.94 1.00 0.92

TABLE 2. Analysis of changes in indicators after applying the Chebyshev filter.

Indicator Sequence A Sequence B Sequence C Sequence D
Before After Before After Before After Before After
SNR (ub) 30 40 20 30 10 20 5 15
PF 3.0 2.9 3.2 3.0 35 3.2 4.0 3.8
GD (mc) 0.00 0.07 0.00 0.07 0.00 0.07 0.00 0.07
THD (%) 0.1 0.07 0.3 0.2 0.5 0.3 1.0 0.7
E 1.00 0.95 1.00 0.92 1.00 0.90 1.00 0.88

TABLE 3. Analysis of changes in indicators after applying the Bessel filter.

Indicator Sequence A Sequence B Sequence C Sequence D
Before After Before After Before After Before After
SNR (uB) 30 42 20 32 10 22 5 18
PF 3.0 2.85 3.2 3.1 35 3.3 4.0 3.9
GD (mc) 0.00 0.04 0.00 0.04 0.00 0.04 0.00 0.04
THD (%) 0.1 0.04 0.3 0.12 0.5 0.22 1.0 0.42
E 1.00 0.97 1.00 0.94 1.00 0.92 1.00 0.90

TABLE 4. Analysis of changes in indicators after applying an elliptical filter.

Indicator Sequence A Sequence B Sequence C Sequence D
Before After Before After Before After Before After
SNR (ab) 30 48 20 38 10 28 5 25
PF 3.0 2.7 3.2 2.8 35 2.9 4.0 3.2
GD (mc) 0.00 0.06 0.00 0.06 0.00 0.06 0.00 0.06
THD (%) 0.1 0.03 0.3 0.1 0.5 0.25 1.0 0.5
E 1.00 0.96 1.00 0.93 1.00 0.94 1.00 0.92

TABLE 5. Analysis of changes in indicators after applying the Kaiser filter.

Indicator Sequence A Sequence B Sequence C Sequence D
Before After Before After Before After Before After
SNR (B) 30 44 20 34 10 24 5 19
PF 3.0 2.9 3.2 3.0 35 3.1 4.0 3.6
GD (mc) 0.00 0.05 0.00 0.05 0.00 0.05 0.00 0.05
THD (%) 0.1 0.06 0.3 0.14 0.5 0.24 1.0 0.4
E 1.00 0.97 1.00 0.95 1.00 0.93 1.00 0.91

TABLE 6. Analysis of changes in indicators after applying the hybrid approach (Butterworth and Chebyshev filters).

Indicator Sequence A Sequence B Sequence C Sequence D
Before After Before After Before After Before After
SNR (ub) 30 50 20 40 10 30 5 28
PF(-) 3.0 2.6 3.2 2.7 35 2.8 4.0 3.1
GD (Mmc) 0.00 0.08 0.00 0.08 0.00 0.08 0.00 0.08
THD (%) 0.1 0.02 0.3 0.08 0.5 0.16 1.0 0.3
E (J) 1.00 0.95 1.00 0.93 1.00 0.91 1.00 0.89
4
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FIG. 1. Graphical representation of changes in indicators after applying different types of filters for sequences A, B, C, D.
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V.CONCLUSION

The analysis of the conducted calculations allowed
for the following conclusions:

The use of the Butterworth filter shows significant
improvement in the SNR, increasing from 30 dB to
45 dB for Sequence A. It also reduced THD to 0.05%,
indicating a high level of signal cleaning from unwanted
harmonic components. The peak factor after filtering
remains stable, indicating the preservation of the signal's
amplitude characteristics. The group delay in the
experiment is minimal (0.05 ms), supporting the
effectiveness of this filter type for applications where
minimal signal delay is critical.

The  Chebyshev  filter also  demonstrated
improvement in the SNR, increasing it to 40 dB for
Sequence A. However, this filter has a higher group
delay of 0.07 ms compared to the Butterworth filter.
Harmonic distortion after filtering was reduced to
0.07%, which is a good indicator for applications where
signal transmission accuracy is essential. Signal energy
decreased slightly to 0.95 J, but overall, the filter's
efficiency remains high.

The Bessel filter showed excellent results in
minimizing phase distortions, with the group delay
indicator reduced to 0.04 ms, the best among all filter
types. It also significantly improved the SNR, increasing
it to 42 dB for Sequence A. Harmonic distortion was
reduced to 0.04%, indicating high-quality signal
processing. Signal energy remained nearly unchanged at
0.97 J, which is a good indicator of maintaining the
signal's energy characteristics.

The elliptic filter showed the best improvement in
SNR among all filters, increasing it to 48 dB for
Sequence A. It also demonstrated the lowest harmonic
distortion at 0.03%, proving the effectiveness of this
filter in applications requiring maximum signal
accuracy. The group delay after applying this filter was
0.06 ms, which is acceptable. Signal energy was reduced
to 0.96 J while maintaining a high overall signal level.

The Kaiser filter provided significant improvement
in SNR, increasing it to 44 dB for Sequence A, and
reduced harmonic distortion to 0.06%, demonstrating
effective filtering. The group delay was 0.05 ms, which
is a good balance between signal quality and delay.
Signal energy remained nearly unchanged at 0.97 J,
indicating high energy characteristics of the signal.

The hybrid approach (combination of Butterworth
and Chebyshev filters) showed the best performance
among all considered filters. The SNR was increased to
50 dB for Sequence A, the highest among all filters.
Harmonic distortion was reduced to 0.02%, indicating
maximum signal purity, and the group delay was
0.08 ms, which is slightly higher but compensated by
high signal processing quality. Signal energy decreased
to 0.95 J, which is an acceptable level for such high-
quality filtering.

For the proposed method of multilevel recurrent time
segmentation, aimed at forming large-volume complex
signal ensembles, the best approach is the use of hybrid
filters. This is due to their ability to significantly
improve SNR, minimize harmonic distortion, ensure
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adaptability, and provide flexible signal processing.
Altogether, this allows effective operation in dynamic
radio frequency environments and maintains a high level
of noise immunity in cognitive telecommunication
systems.
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O6rpyHTyBaHHA meToaiB BUbopy dinbrpis ana
niasuweHHA epeKTUBHOCTI baraTopiBHEeBOro
PEKYPEHTHOro 4acoBO-4aCTOTHOrO CerMeHTYBaHHA

Bonogumup Jiuceuko'”, B’auecnas bepwos?

'HaykoBuii LueHTp MoBITPAHMX cMA XapKiBCbKOrO HaLiOHaNbHOrO yHIBEPCUTETY NOBITPAHMX cuA iMeHi IBaHa Koxkeayba, Xapkis, YkpaiHa
2 Kadeapa TPAHCMOPTHOrO 38’A3KY YKPaIHCHKOTO AepaBHOr0 yHIBEPCUTETY 3a0i3HUYHOTO TPAHCNOPTY, Xapkis, YkpaiHa

*ABTOp-KOpecnoHaeHT (EnekTpoHHa agapeca: : lysechkov@ukr.net)

AHOTALLIA Y cTaTTi po3rifaHYTO NWUTaHHA OBrpyHTyBaHHA MmeToAiB BMOOpYy ¢iNbTpiB ANa NigBULLEHHA edeKTUBHOCTI
6araTopiBHEBOrO PEKYPEHTHOTO YaCOBO-YACTOTHOTO CErMEHTYBAHHA B KOTHITUBHWUX TeNeKOMYHIKaLiMHUX cucTemax.
OcHOBHa yBara npuineHa aHanisy metogis ¢inbTpauii cCUrHaniB gnsa MOKPALLEHHA AKOCTI nepeaadvi AaHUX Y AMHAMIYHUX
ymoBax pagiocepesosuia. Meta cTaTTi nonArae B oujHLUi epeKTUBHOCTI pi3HMX meToaiB ¢inbTpalii Npyu cermeHTyBaHHI
aHcambniB CKNagHUX curHanis. Metoam oinbTpauii, onucaHi y cTaTTi, BKAOYalOTb oOnucaHHA: ¢inbTpie batrepsopTa,
Yebuwesa, beccens, Kansepa, enintmyHux ta ribpugHux. NMpoBeseHi eKcnepumeHT! MOKasanu, Wwo pisHi ¢inbTpu marTb
CBOi YHiKanbHi nepesarun: ¢inbTpyu batrepBopTa 3abe3neyvytoTb rNafgKy YaCTOTHY XapaKTepPUCTUKY 6e3 nynbcauint y cmysi
MPOMYCKaHHA, WO 3MEeHLUYE CMOTBOPEHHSA CUrHaay, MigBuLLylouM cnissigHoweHHA curHan/wym (C/LU) no 45 ab Ta
3HUMKYOUM FapMOHiYHI cnoTBopeHHA Ao 0,05%. PinbTpu Yebuiwesa 3aBAAKM KPyTOMy cnagy Yy CMy3i 3aropogKeHHs
nigsnwmam C/LU go 40 ab, xo4a MatoTb MyAbcalii y CMy3i MPOMYCKaHHSA, WO MOXe MPU3BOAUTM A0 AeAKux $asoBux
CMOTBOPEHb, 3i 3HMMEHHAM TFapMOHiIYHMX cnoTBopeHb A0 0,07%. ®inbTpu Beccensa MiHimi3yloTb ¢a3oBi CNOTBOPEHHS,
3abe3neyyloumn HaimeHwy rpynosy 3aTpumky (0,04 mc) cepen, ycix ¢inbTpis, niasuuytoun C/LLU go 42 ab Ta 3HWXKYOYM
rapmoHiuHi cnotsopeHHs a0 0,04%. ®inbTpu Kaiisepa 3ab6e3neqyioTb BUCOKY FHYYKICTb HaialwTyBaHb, nigsuwyoum C/LL ao
44 nb Ta 3HUXKYIOUM FapMOHIYHI cnoTBopeHHA Ao 0,06%, 3 rpynoBoto 3aTpumKoto 0,05 mc, LWo € NPUNHATHUM pe3y/bTaToM
AnA 6anaHcy MiXK AKICTIO cUMrHany Ta 3aTpuMmKol. ENiNTUYHI inbTpy NOKasanu HaWKpalw,i pesynbTaT, a came:
yaockoHaneHHsa C/LU no 48 ab Ta HalHWK4i rapmoHiuHi cnoteopeHHs (0,03%). Lie 3a6e3neyye piBHI nynbcalii Ak y cmysi
NPONYCKaHHsA, TaK i B CMy3i 3aropoAMKEHHSA, WO PobUTb X ePEeKTUBHUMM 418 TOYHOTO PO3AiINEHHA YACTOTHUX KOMMOHEHTIB.
Fi6puaHi ¢inbTpm (Ha ocHoBi ¢inbTpiB batTepBopTa Ta Yebuwesa) 3abe3neuytoTb HalBULWMIA piBeHb nigsuweHHa C/LU go
50 b, miHimanbHi rapmoHiyHi cnotBopeHHA 0,02% Ta onTMManbHy afanTUMBHICTb B YMOBaX AMHAMIYHO 3MiHHOro pajio
cepenoBula. OTpMMaHI pe3ybTaTh MOXKYTb BYTU BUKOPUCTaHI 418 po3pobKu 6inbl edeKTUBHUX TEXHONOTIM eKcnayaTau,i
KOTHITUBHUX pajiomepexk, 34aTHUX MNpaLioBaTM B YMOBAX AWMHAMIYHOFO pafiodyacToTHOro cepezosuwa. Moganblui
[OCNIAXKEHHA MOBWHHI 30CepeaXyBaTUCA Ha PO3pobLi HOBWMX iHTErpauin ribpuaHux GinbTpiB, a TaKoX NepemillyBaTu
AKLEHT Ha aNrOPUTMKU MALLUMHHOTO HAaBYaHHA A/1A aBTOMATUYHOrO HaNalLTyBaHHA napameTpiB GinbTpiB B peanbHoOMy Yaci, a
TaKOX Ha AOCNIAXKEHHI BNAUBY Pi3HMX TUNIB iHTepdepeHLii Ha epeKTUBHICTb dinbTpaLii pisHUX BUAIB NOCNILOBHOCTEN.

K/IKOYOBI CJ/IOBA ¢inbtpu batrepsopTa, dinbTpn Yebuwesa, ¢pinbtpm Beccens, inbTpu Kasepa, enintuuHi ¢inbtpu.

@ @ This article is licensed under a Creative Commons Attribution 4.0 International License.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
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