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ABSTRACT The article is devoted to the urgent problem of developing systems for intelligent identification of military aircraft
based on artificial intelligence, machine learning and deep learning technologies as an important task for ensuring national
security and increasing the efficiency of military operations. The necessity of such systems capable of automatically accurately
recognizing and classifying aircraft in images is substantiated. Their advantages over traditional methods are highlighted:
higher performance, speed, accuracy, elimination of the human factor. The critical importance of implementing innovative
deep learning solutions to identify threats and increase the effectiveness of military operations is emphasised. Modern
methods and tools for object recognition in visual data are analysed. The proposed method of collecting and pre-processing
data for model training is described in detail, and a diagram of the key stages of developing a high-precision recognition
system based on YOLOVS is presented. The process of forming a high-quality training dataset from public sources and own
aerial survey/satellite images using Roboflow for object annotation, creating subsets for training/validation/testing in the
YOLO format is presented. Satisfactory results of fast recognition of military aircraft with high classification probabilities are
demonstrated. A comparative analysis of the YOLOv8, R-CNN and GPT-4 models is presented, which shows the advantage of
YOLOVS in terms of forecasting accuracy and speed. The created model management system for setting hyperparameters,
selecting object categories, and launching training/prediction processes is described. The results of testing the trained
YOLOv8 are presented, which confirmed its high efficiency in accurately detecting targets in difficult conditions due to
advanced deep learning algorithms. The optimality of YOLOv8 for solving the problem of military aircraft identification is

substantiated.
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I. INTRODUCTION

oday, a variety of computer vision-based systems
T are actively and successfully used. They allow you

to obtain information from digital images, snapshots
and other visual input data, and to perform actions or
provide recommendations based on this information. Such
systems are used in a variety of industries, from energy and
utilities to manufacturing and automotive, retail and
healthcare. They are used for a variety of tasks, such as
building a trajectory between two given destinations with
the ability to avoid obstacles, and the market for their use
continues to grow steadily.

In recent vyears, advances in computer vision
algorithms, particularly those based on deep learning, have
shown promising results in a variety of applications. One
of the areas where deep learning and data processing
technologies have significant potential is in the military
sector, especially in the context of identifying military
aircraft. Developing a system for intelligent identification
of these assets based on deep learning is an important task
that can make a significant contribution to military
planning and national security.

Traditional identification methods require significant
effort and time, and are prone to errors and manipulation.
The introduction of systems based on deep learning and
artificial intelligence automates the identification process,
providing greater accuracy and speed. Algorithms trained
on large amounts of data on various types of military

vehicles are able to automatically recognise and classify
them with high accuracy.

The deep learning-based identification model for
analysing and classifying military aircraft is an innovative
solution. It provides operators and managers with critical
decision-making information, helping to improve resource
efficiency and safety.

Aircraft identification plays an important role in
ensuring national security and effective defence. An
analysis of identification methods in this area identifies
traditional methods, including radar systems, optical
systems, identification by radio signals (IFF) and acoustic
systems. Innovative approaches include deep learning,
pattern recognition using artificial neural networks,
satellite and drone technology, aperture synthesis radar
technology, and radio and electromagnetic radiation
analysis.

The combination of traditional and innovative methods
allows us to create systems that provide high efficiency in
detecting and classifying airborne objects.

In the field of defence and national security, the
importance of artificial intelligence (Al) and machine
learning (ML) technologies is growing every day,
contributing to the efficiency of military operations. The
task of identifying and classifying military aircraft is
becoming increasingly complex due to the constant
improvement of military technology. Al and ML
algorithms help to analyse images with high accuracy,
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distinguishing the smallest details.

In military operations, reliable and rapid identification
of airborne objects is extremely important. This allows
military commanders to make informed decisions and
ensures the effectiveness of their actions. The use of
systems based on artificial intelligence and machine
learning helps to identify potential threats, increases
security and improves response time.

Compared to traditional human-based identification
methods, automated systems using artificial intelligence
and machine learning ensure consistent high performance
and reduce the risks associated with the human factor.

These technologies can be useful not only in the
military sector, but also in civil aviation, airspace control
and other industries that require fast and accurate
identification of airborne objects. This makes the
development of universal and reliable identification
systems an important task for society as a whole.

Analysing the needs in the military sector, it becomes
clear that there is a need to create effective military aircraft
identification systems based on artificial intelligence and
machine learning. Such systems should be able to analyse
large amounts of data quickly and accurately, which will
significantly increase the effectiveness of military
operations and ensure greater security.

Il. LITERATURE REVIEW

Recently, technologies related to computer vision have
attracted considerable research attention. Traditional
methods of object detection based on manually created
features and surface architectures are already outdated and
do not meet current requirements.

The study [1] includes a detailed overview of deep
learning-based object detection frameworks that address
various problems such as occlusion, obstacles, and low
resolution with different levels of modifications based on
R-CNN (Region-Based Convolutional Neural Networks).

Through numerous changes, object detection
algorithms have been improved in terms of speed and
accuracy. Thanks to the tireless efforts of a large number
of researchers, deep learning algorithms are rapidly
evolving to offer improved performance in object
detection. Applications such as pedestrian detection,
medical imaging, robotics, self-driving cars, face
recognition, and others are helping to save human
resources in many industries. Works [2-4] provide a
fundamental overview of object detection methods,
including two classes of object detectors. The two-stage
detector considers R-CNN, Fast R-CNN, and Faster R-
CNN algorithms, while the one-stage detector considers
YOLO v1, v2, v3, and SSD. Two-stage detectors focus on
accuracy, while the main advantage of one-stage detectors
is speed. The authors of this article present an improved
version of YOLO called YOLO v3-Tiny and compare it
with previous versions. Compared to classical approaches,
modern data processing methods use advanced artificial
intelligence and machine learning algorithms such as
YOLOvV8, R-CNN, and GPT-4. YOLOVS8, the latest
version of the well-known ‘You Only Look Once’
algorithm, effectively improves the speed and accuracy of
real-time object detection. R-CNN (Region-based
Convolutional Neural Networks) makes significant
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improvements in recognition accuracy by analysing
specific regions of images. As for GPT-4, it not only
efficiently processes and generates text, but is also capable
of analysing images, which enhances the capabilities of
multimodal data analysis. This feature makes GPT-4 a
particularly valuable and powerful tool for analysis and
identification.

Ill. MODELS AND METHODS

Artificial neural networks (ANNSs), also known as
multilayer perceptrons, are one of the most effective tools
for object search and recognition [5, 6]. They mimic the
natural functioning of the animal brain and are systems
based on this principle. ANNs apply a series of
mathematical operations to the input data x; to obtain the
output y [5-7].

y=9 (Z(wi xx) + b>, ®

where w; — weighting coefficients are numerical
parameters that determine the strength or significance of
connections between neurons in an artificial neural
network; x;, y — the input data fed to the artificial neural
network and the result it produces at the output;
Yi(w; X x;) - the input signals are multiplied by the
respective weighting factors. The obtained weighted
results are summed up and this weighted sum is fed to the
activation function, which also takes into account the
thresholds (bases); b — threshold (bias) is an additional
parameter in neural networks that allows you to shift the
neuron's activation function along the abscissa axis. It acts
as an additional offset that is added to the sum of the
weighted inputs before the result is fed to the activation
function; ¢ — is an activation function used in artificial
neural networks to calculate the output of each neuron
based on its weighted sum of inputs. The result of this
function determines the value of the signal transmitted to
the next layer of neurons. The key property of activation
functions is that they are monotonic.

In order for a neural network to perform object
detection and recognition tasks, it must be trained first.

A learning or training algorithm is a method or
mathematical model that adjusts the parameters of a neural
network by simulating the input environment. This is
achieved by adjusting the weights and thresholds (biases)
of the network. From an algorithmic point of view, training
a neural network consists of selecting one particular model
from a set of allowed models. Among the most well-known
training algorithms are gradient descent and its variants,
the  Broyden-Fletcher-Goldfarb-Shannon  family  of
algorithms, the Levenberg-Marquardt algorithm, and
others. There are also optimisations of the gradient descent
algorithm, such as adaptive moment estimation (Adam),
adaptive subgradient methods for online learning and
stochastic  optimisation  (Adgrad), and Nesterov
acceleration [8-10].

After the neural network training phase comes the
inference task, which is an algorithm that uses the trained
neural network model to make predictions or conclusions
on a test data set. This phase requires significantly less
computing resources than training and can be performed on
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a graphics processing unit (GPU), as there is no need to
calculate the error. Usually, an inference algorithm is
divided into three stages: matching input data, selecting
relevant features, and performing calculations to obtain a
prediction.

The type of neural network training algorithm depends
on the nature of the input and output data. Today, there are
three main types of training: reinforcement learning,
supervised learning (with a mentor), and unsupervised
learning (without a mentor) [11-14].

Supervised learning is a process in which a pre-labelled
data set is fed to the input of a neural network. Each
instance of data is fed into the network, processed, and the
result is compared to the target value, which is the desired
output of the network. Then, according to a certain rule, the
error is calculated, which leads to the adjustment of the
weighting coefficients within the network. The rules for
changing the weights are determined by the chosen
learning algorithm. The training set vectors are fed to the
input sequentially, the errors are calculated, and the
weights are optimised for each vector until the total error
for the entire training set reaches an acceptably low level.
There is also a subfield of supervised learning - semi-
supervised learning, in which both labelled and unlabelled
data are used for training. In this case, a small labelled
sample is used for the initial training of the model, which
is then used to label the remaining unlabelled data. This
approach can improve the accuracy of object search and
recognition, provided that the input sample is small and the
object classes are as related as possible [15, 16]. The
supervised learning approach is widely used for image
search and object recognition tasks. This is because large
labelled datasets (images with labelled objects) are
available for such tasks, and fully connected neural
network layers are used. Fully connected layers allow the
neural network to detect complex relationships between the
pixels of the input image and the categories of objects to be

recognised. The availability of large labelled datasets
provides a sufficient number of examples for efficient
training with the adjustment of network weights by
minimising the error on the training set. The main modern
neural network architectures used to solve object search
and recognition tasks are illustrated in Fig. 1.

Convolutional neural networks (CNNs) are a type of
neural network that is an advanced version of conventional
fully connected neural networks. ANNs automate the
process of extracting features from input data instead of
doing it manually. The optimisation of the ANN
architecture is based on reducing the amount of data pre-
processing and the lack of full connectivity between
neurons of neighbouring layers. This approach allows
convolutional networks to automatically detect certain
important features of recognised objects depending on their
significance [17, 18].

The output features (filters) of the convolutional layer
of a neural network can be calculated using the following
formula [19, 20]:

Nint+2p—k

)

N

Nout = [ ] +1,
where n;, — the number of input features, n,,, — the
number of output features, k — is the convolutional filter
size, and s — is the step size.

There are many different algorithms for recognising
objects in images. Convolutional Neural Networks (CNNS)
are key to many of these computer vision models.
Choosing the right model, which has a trade-off between
speed and accuracy, is one of the challenges.

R-CNN  (Region-based  Convolutional  Neural
Networks) is an approach that combines a method for
identifying potential regions of interest in an image with
convolutional neural networks. To determine the regions, a
selective search algorithm is used, which generates about

. Collecting imagery and satellite images;
. Annotation of images;
. Splitting into data sets.

WN PP

Data collection:

1. Image normalization;
2. Data augmentation.

Preliminary data processing:

1. Selection of the YOLOV8 architecture;
2. Customization of layers.

Model development:

1. Training on pre-prepared data;
2. Fine-tuning and optimization.

Model training:

for further improvement;
2. Evaluation of accuracy on the validation set.

Validation and evaluation:
1. Investigation of typical mistakes made by the model to identify weaknesses and opportunities

Testing the model:
1. Assessment of the model's ability to work with new data in a specific way;
2. Using the model to analyze intelligence data, evaluating its ability to identify aircraft in practice.

3. Customizing the interface for end users.

Deployment of the model:
1. Ensure model compatibility with existing infrastructures;
2. Implementation of security measures to protect the model and the data it works on;

FIG. 1. Types of deep neural networks used for object recognition and detection in images.
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2000 different image areas where objects are likely to be
located. R-CNN helps to localise objects using a deep
learning neural network and allows training high-quality
models with a relatively small amount of labelled data.
This method ensures high accuracy of object detection by
using deep convolutional networks to classify selected
regions. R-CNN allows you to scale recognition to
thousands of object classes without using approximate
methods such as hashing [20].

One of the solutions is YOLO (You Only Look Once),
a one-step object detector designed to detect objects
quickly and accurately in real time. Unlike other
architectures, YOLO skips the step of selecting objects at
different levels of the image, which provides higher speed.

YOLO is based on a CNN architecture that consists of
multiple convolutional layers to perform convolution and
fusion operations. The network also contains fully
connected layers and detection layers, which are used to
identify objects and their coordinates in the image.

The YOLO architecture consists of several sequential
blocks that make it possible to detect objects in images or

videos in real time. The main blocks include:

1. Convolutional layers to reduce image size and
extract object features.

2. Maximal pooling layers for additional size reduction
and increased displacement invariance.

3.Blocks  with  convolutional layers, batch
normalisation, and activation functions for further feature
extraction, stabilisation, and nonlinearity.

4. Fully connected layers for combining the results of
previous layers into a vector representation.

5. Vectorization layer for converting the vector
representation into a markup vector with information about
the location and class of objects.

6. Layer for combining the markup vectors into one
resulting vector on the image for all objects.

7. Five object detectors, each of which uses filters to
predict bounding boxes and probabilities of object classes.

YOLO uses the loss of the sum of squared errors as a
function, which is nevertheless important for object
classification and localization tasks [21, 22]:

B
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where 17" - indicates the presence of an object in a

network cell.
In particular:

Ii"jbj =1, if there is an object j in cell i (i.e., the object is
detected in this cell).

Il."jb’ =0, if there is no object j in cell i (the cell does not
contain any objects).

That is, this binary (0 or 1) variable indicates whether
some object j is located within cell i of the original network
divided into a grid of cells. It is used to take into account
the presence of objects when calculating the loss function
of the object detection model.

Acoord | Anocoora — Tegularisation parameters are
additional settings used to ensure a proper balance between
different components of the loss function during neural
network training. They help to avoid overfitting the model
and improve its generalizability on new, unknown data.

The efficiency and accuracy of the model under study
depend on the quality and variety of input data. Here we
describe a method of data collection and pre-processing for
training a deep learning model.

The initial step is to define data requirements. The
focus is on obtaining high quality-images or satellite
imagery of military aircraft from different angles, in
different weather conditions and environments. This
allows the model to better adapt to real-world operating
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conditions.
The second stage involves data collection. Both open
sources (e.g., government databases, open image

databases) and specialised sources (e.g., datasets from
military agencies or defence companies) can be used. It is
important to ensure the legal purity of data use, including
copyright compliance.

The third step is to pre-process the collected data. This
includes image annotation, i.e. marking objects in the
photos that need to be identified. It is also important to
normalise and scale the data to optimise the model training
process.

The fourth step is to divide the data into sets: training,
validation, and test. The training set is used to train the
model, the validation set is used to adjust hyperparameters
and evaluate intermediate results, and the test set is used to
evaluate the overall performance of the model.

The fifth stage is continuous validation and updating of
the dataset. Thus, it helps to maintain the relevance of the
data and the efficiency of the model, which allows it to
adapt to changes in the types and characteristics of the
objects to be identified.

The sixth step involves balancing the dataset for each
category of aircraft.

Fig. 2 shows a diagram of the key stages that need to be
completed to create an accurate and efficient object
identification system using YOLOV8 as an example.
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FIG. 2. Scheme of identification and classification of military aircraft objects based on the YOLOv8 model.

IV. RESULTS OF MODEL IMPLEMENTATION

To ensure a large variety and volume of data, the use of
public datasets and open sources was considered. The key
selection criterion was the quality and relevance of the
images to the task of identifying military aircraft.

The basis for the initial dataset was a publicly available
dataset from Kaggle, namely the Military Aircraft
Detection Dataset [23]. This dataset includes a wide range
of images of military aircrafts, which provides a large
variety of data for training our model.

After selecting the main source, the next step was the
process of collecting and adapting the data to the
requirements of our specific task. Additional analysis of
the images was performed to assess their suitability and
compliance with the established criteria. The next step was
to select the most representative images and annotate them
for use in model training. The images to be used can be
acquired using satellite technology or captured from aerial
vehicles, which guarantees high resolution, as shown in
Fig. 3.

The analysed data was thoroughly prepared before
being used in the model training process. This preparation
included image quality checks, image markup and
annotation (Figures 4, 5), as well as dividing the entire
dataset into sets for training, validation and testing the
model.

To automatically create annotations and corresponding
text files that display the coordinates of objects in the
images in the dataset, we used the Roboflow resource [24].

¢ Rt =

i ‘ Rl isil
FIG. 3. Satellite image of military aircraft.
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This tool helps to generate pairs of text files that
correspond to the selected coordinates in the images. An
example of a text file with annotated objects and their
coordinates can be seen in Fig. 6.

The last step in the process of preparing a dataset is to
create a dataset.yaml file. This file contains the relative
paths to the images and the corresponding text files with
annotations. In addition, the dataset.yaml file contains
information about the number and names of classes that the
network should identify during training. These class names
correspond to the objects to be detected in the input images.

The next stage of the research is training the neural
network. To speed up this process, we used a graphics
processing unit (GPU), as it is much more efficient than a
central processing unit (CPU) in the parallel computations
required for neural network training. To make use of the

FIG. 5. Highlighting airplane polygons in an image.
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FIG. 6. Text file with coordinates of annotated objects.

GPU, a development environment was set up using CUDA,
a special platform that allows you to use the power of
GPUs to perform scientific computing. To start the training
process using GPUs, the startup command was modified

.3471375497534021 @.37892258444591975 @.83733131198535166 0.089281836478134842

-42080467191329596 9.48857833622823247 8.036335810254542245 8.164381171845508627
8.12112322280877447 B.85624584327872979 0.87B6678330808513612
#.1891841569817574 8.851268335016682682 @.8769080165331186
@.6528148451488251 B.039626218B67B6988 @.89788234339314548

.B233541095837418 8.6519461459782777 8.83369295478966228 @.89735953688319071
@.6552665125016416 8.844119784458389086 0.098718718082601162
8.6478193578447313 8.03586355459587751 9.8973164343915357

by adding a special parameter to it, which indicates that the
calculations should be performed on the GPU. Detailed
instructions for setting up and running the training process
are shown in Figures 7 and 8.

aircraft_recognition_server % python train.py --img 640 --epochs 4 --data dataset.yaml --weights yolov8s.pt

FIG. 7. Run the workout on your computer's CPU.

aircraft_recognition_server % python train.py --batch 128 --data dataset.yaml --weights yolov8s.pt --device 0

FIG. 8. Run the workout on your computer's GPU.

Starting training for 5 epochs...

Epoch GPU_mem box_loss obj_loss cls_loss Instances Size
0/4 1.116 0.8794 0.03523 0.02076 6 640: 100%| [N 3<o/340 [05:15<p0:088, 1.08it/s]
Class Images Instances P R mAPS0  mAPS@-95: ox| | 8/19 [00:88<?, ?it/s]WARNING NMS time limit ©8.980s exceede
d
Class Images Instances P R nap50  mAP56-95: 100%|[INNININ 15/19 [06:09<00:00, 1.94it/s)
all 151 242 0.313 8.502 8.355 8.131
Epoch GPU_mem  box_loss wobj_loss cls_loss Instances Size
1/4 1116 0.05423 0.6287  0.81346 9 640: 100% | [JNMIIINNN) 346/340 [04:44<06:00, 1.19it/s)
Class Images Instances P R mAPS0  mAPS8-95: 100%|[NNNEEEEEN 17/19 [00:07<00:00, 2.43it/s]
all 151 242 0.683 0.665 8.701 0.347
Epoch GPU_mem  box_loss wobj_loss cls_less Instances Size
2/4 1.116  0.84983 0.8239  8.01011 6 640: 100%|[NEEEEIIN 3<0/340 [04:50<00:0808, 1.17it/s]
Class Images Instances P R nAp50  mAP58-95: 100%| [N 19/19 [06:07<00:60, 2.51it/s]
all 151 242 8.717 8.708 8.741 8.382
3/4 1,116 0.84831  0.82165  0.688142 12 640: 100% | [N s46/340 [04:58<00:00, 1.14it/s]
Class Images Instances P R mAP50  mAP5@-95: 186%\_| 19/19 [00:07<00:80, 2.42it/s]
all 151 242 0.895 0.743 0.868 .49
Epoch GPU_mem box_loss obj_loss cls_loss Instances Size
if4 1.116  0.03948  0.02157  0.006977 9 640: 100%| NS 340/340 [05:03<00:08, 1.12it/s]
Class Images Instances P ] mAPs0  mAPS8-95: 100% [N 19/19 [00:07<00:00, 2.39it/s]
al 151 242 0.926 8.815 68.898 8.533
5 epochs completed in ©.428 hours.
FIG. 9. Exploring the model with each new epoch.
When you start the learning process in the terminal, the YOLOV8

‘device’ parameter determines which GPU will be used for
calculations. A value of ‘0’ indicates that the first available
GPU will be used. Although it is possible to distribute
computations between several GPUs, in this study it was
decided to use only one to optimise the learning process.

The next step was to train the neural network directly.
The model was trained over five epochs, and the entire
process is visually represented in Figure 9

After training, the resulting models are saved in .pt
format in the weights folder. The ‘best.pt’ file contains the
model that showed the best results on the validation set, i.e.
has the lowest error among all the models obtained during
training. This model is used to recognise new images as it
provides the highest accuracy.

During the study, the next step is to run the object

recognition function on the selected image (Figures 10, 11,
12).
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FIG. 10. The result of recognition and classification of the trained
YOLOV8 model.
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FIG. 11. Prediction result based on the R-CNN model.

The numbers next to the object names indicate the
probability of accurate recognition and correct
classification of these objects. At the same time, other
images used to test this model also demonstrated positive
recognition results and were saved in the model's
multimedia catalogue.

The GPT-4 model failed in the task of aircraft
identification. It provided inaccurate locations of objects
and indicated an incorrect accuracy rate of 90% (Fig. 12).

Based on the analysis of Fig. 10, we can conclude that
the model successfully coped with the recognition of all
aircraft in the image. The system identified 7 objects with
an average accuracy of 95.5%.

In Fig. 11 it is clear that the R-CNN model did not
successfully solve its task by failing to recognize one
aircraft. In general, the prediction accuracy of the R-CNN
model is significantly lower than that of YOLOvV8 and
amounts to 77.2%.

Predictions history

Show 10 ¢ entries
YOLOv8 YOLOv8
YOLOv8 Prediction average GPT-4
Image Prediction time acc Prediction
Detected 6 00:00:00.27 97.6% Detected 5
objects objects
Detected 4 00:00:00.21 94.8% Detected 3
objects objects
3 Detected 7 00:00:00.35 96.4% Detected 5
- | objects objects
[N
Detected 15 00:00:00.83 91.8% Detected 5
objects objects
Image YOLOv8 YOLOv8 YOLOv8 GPT-4
Prediction Prediction time  average acc Prediction

Showing 1 to 4 of 4 entries

FIG. 12. Prediction result of the GPT-4 model.

Based on the developed model of the military air object
identification and classification system, a table of
predictions for the YOLOv8, R-CNN, and GPT-4 models
was created using machine learning (Fig. 13).

From this table, it can be concluded that YOLOVS8
provides the most accurate predictions, and in addition, the
model has a significant speed advantage over other models.

Model management (Fig. 14) allowed us to create and
train our own model for classifying military aircraft.

You can manually configure hyperparameters and
select the most suitable dataset categories before starting
model training (Fig. 15a) using a POST request to the
server. The model training process takes place in the
background. To prevent possible problems with model
training, validation is enabled on the training page. In
addition to training the model, you can perform a run using
a previously trained model (see Fig. 15b).

Search:

GPT-4 GPT-4 RCNN RCNN

Prediction average RCNN Prediction average

time acc Prediction time acc ¥

00:00:15.30 90.0% Detected 6 00:00:00.83 78.0%
objects

00:00:13.18 90.0% Detected 4 00:00:00.37 77.0%
objects

00:00:05.22 85.0% Detected 7 00:00:00.79 72.1%
objects

00:00:25.74 90.0% Detected 12 00:00:01.49 68.7%
objects

GPT-4 GPT-4 RCNN RCNN RCNN

Prediction time  average acc Prediction Prediction time  average acc

Previous Next

FIG. 13. Table of forecast history for YOLOv8, R-CNN and GPT-4 models.
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FIG. 14. Demonstration of model management.

Training successfully started

Training model

Select dataset labels:

TU-160
TU-22M
TU-95
a)
Testing models
3_7r8iNR6.jpeg Browse

YOLOv8

b)
FIG. 15. Displaying the training of a custom model for classifying
air objects.

Based on the analysis of the classification results
presented above, we can conclude that the pre-trained
YOLOv8 model successfully performs the task. This
model is specifically designed to accurately detect and
classify objects in different environments, and it has
demonstrated high accuracy in identifying target objects.
One of the key factors in YOLOV8's performance is its
ability to reliably recognize objects even in conditions that
can be difficult for other models, such as low light,
different weather conditions, or partial obscuration of an
object. This is achieved thanks to the deep learning and
advanced algorithms behind YOLOvS.
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Training model

Select dataset labels:

SU-34
KA-52
SU-57

V. CONCLUSION

The development of intelligent identification systems
for military aircraft based on artificial intelligence,
machine learning, and deep learning technologies is an
important task for ensuring national security and increasing
the efficiency of military operations. Such systems can
automatically recognize and classify different types of
aircraft with high accuracy by analysing large amounts of
data, including images. Compared to traditional methods
of identification, Al systems provide higher performance,
speed, accuracy, and eliminate the risks associated with the
human factor. Implementation of innovative solutions
based on deep learning is critical for increasing the
effectiveness of military operations, identifying potential
threats, and ensuring security in general.

Results of comparison with other studies:

1. Comparison with other deep learning models.

Studies related to object detection and classification in
images have shown that different deep learning models
have different levels of performance depending on the
specific context. For example, studies on YOLOv3 and
YOLOv4 have demonstrated significant progress in the
speed and accuracy of object detection compared to
previous models such as Faster R-CNN. YOLOVS, in
particular, introduces improvements in the form of new
architectural approaches and optimisations, making it
extremely effective in the context of military aircraft. Other
models, such as EfficientDet and CenterNet, have also
demonstrated competitive results, but in some cases they
are inferior to YOLOVS in terms of processing speed or
accuracy.

2. Comparison with traditional approaches.

Traditional methods of object identification, which
include the use of manual characteristics, feature-based
classification algorithms (e.g., SIFT or HOG), have
limitations in comparison with modern approaches. The
results show that deep learning-based systems, such as
YOLOVS8, outperform these methods in speed and accuracy
due to their ability to automatically extract and learn from
large amounts of data. Modern methods significantly
reduce the dependence on human expertise and allow
systems to adapt to new conditions faster.
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3. Comparison with other types of neural networks.

Compared to models such as R-CNN or SSD, YOLOv8
provides better performance due to its architecture, which
allows for simultaneous object detection and classification
in real time. R-CNN, although it has made significant
progress, often requires additional computing resources
and processing time. SSD provides fast object detection,
but has limitations in accuracy compared to the latest
versions of YOLO.

Strengthening the  comparisons
approaches allowed us to highlight:

1. The role of advanced deep learning algorithms.

The results demonstrating the benefits of YOLOv8
highlight the importance of new deep learning algorithms
designed specifically for object detection tasks. YOLOv8
uses innovative approaches such as transformers to
improve the accuracy and speed of processing. This allows
it to better handle complex scenes and high noise levels in
images, which is critical in a military context.

2. The impact of data quality and pre-processing.

Careful preparation of the training dataset is a key
factor in achieving good results. Comparisons with other
studies show that data quality and annotation directly affect
model performance. The development of specialised
datasets, such as public Kaggle data and satellite images,
helps to improve recognition accuracy in real-world
environments.

3. Real-world application.

Testing YOLOV8 under real-world conditions, such as
variations in lighting and weather, demonstrates its high
reliability and adaptability. Comparison with traditional
methods and other state-of-the-art models highlights that
YOLOVS8 delivers not only accuracy but also efficiency in
complex and dynamic environments.

The conclusions of this study confirm that the YOLOv8
model is extremely effective for military aircraft
identification tasks due to its improved performance
compared to other methods. Innovative deep learning
approaches and high quality datasets play a critical role in
achieving such results, which provides a significant
breakthrough compared to traditional methods and existing
models.
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MopaentoBaHHA igeHTUdIKauil Ta Knacudikauii
BIMCbKOBUX NOBITPAHMX 06’€KTIB HAa OCHOBI MALUMHHOrIO
HaBYaHHA

Amutpo Yrpun'*, fAanuno Lsep?

'Kadenpa komn'loTepHMX HayK, YepHiBeLbKuii HauioHanbHMI yHiBepcuTeT imeHi HOpis ®eabkosuua, YepHisui, YkpaiHa
2Kadenpa iHbopMaLLiiHNX cMCTEM Ta MepeX, IHCTUTYT KOMN'IOTEPHMX HayK Ta iHPOPMaLLIiHWMX TeXHONOTI, HauioHanbHUi yHiBepcuTeT «/1bBiBCbKa
nonitexHika», J/1bgis, YkpaiHa

*ABTOp-KOpecnoHaeHT (EnekTpoHHa agpeca: d.ugryn@chnu.edu.ua)

AHOTALLIA Cratra npucBsYeHa aKTyasbHi nNpobnemi po3pobKM cucTeM iHTENEKTyasbHOI igeHTMdIKaLil BiICbKOBUX
NoBIiTPAHMX 3acob6iB Ha OCHOBI TEXHOJOTIM LUTYYHOrO iHTE/NIEKTY, MALIMHHOFO Ta IMMOMHHOrO HABYAHHA AK BaXKINBOrO
3aBAaHHA gna 3abe3neyeHHA HaUioHaNbHOI 6e3nekn Ta NiaBuLLEHHA edeKTUBHOCTI BilCbKoBMX onepaulii. O6rpyHTOBaHO
HeobXiAHICTb TaKMUX CUCTEM, 34aTHUX aBTOMATUYHO TOYHO PO3Mi3HaBaTK Ta KAacMdikyBaTH NiTaNbHi anapaTi Ha 306paXKeHHsX.
BucBiTNEHO iXHi nepeBary Hag TPAAULIMHUMW METOAaMM: BULLA NPOAYKTUBHICTb, WBUAKICTb, TOYHICTb, YCYHEHHA BNAWUBY
NtoAcbKoro ¢akTopa. HaronoweHo Ha KPUTUYHIN BaXKAMBOCTI BNPOBaAKEHHA iIHHOBALMHMX pilleHb rMOMHHOrO HaBYaHHSA
018 BUAB/IEHHA 3arpo3 Ta NiaBuLeHHA epeKTUBHOCTI BiliCbKOBUX Ail. [poaHanisoBaHO CyvyacHi MeToam Ta iIHCTPYMEHTU Ans
po3ni3HaBaHHA 06'€KTiB Ha BidyanbHWUX faHMX. [leTanbHO ONMCAHO 3aNPONOHOBAHMI MeToa 360py Ta NonepesHbOi 06POHKK
OaHUX ONA TPeHYBAaHHA MoAeni, HaBefeHO CXeMy K/IloYOBUX eTaniB po3pobKM BUCOKOTOYHOI CUCTEMM PO3Mi3HABAHHA HA
ocHoBi YOLOVS. MNpeacTtaBneHo npouec popmMyBaHHA AKICHOrO HaBYaIbHOTO AaTaceTy i3 Ny6AiYHUX gyKepen Ta BAaCHUX AaHUX
aepo3MOMKM/CYNyTHMKOBMX 3HIMKIB i3 3actocyBaHHAM Roboflow ansa aHotauji 06'eKTiB, CTBOPEHHS MNIAMHOMWH ANs
HaBuaHHA/BanigaLii/TectyBaHHA y dpopmaTti YOLO. MpoaeMOoHCTPOBaHO 3a40Bi/IbHi pe3yabTaTh LWBWAKOrO PO3Mi3HaBaHHA
BilACbKOBWX /1iTAKiB 3 BUCOKMMWN MMOBIpHOCTAMM KnacudikaLii. HaBeaeHo nopiBHANbHUI aHanis mogeneit YOLOvS, R-CNN Ta
GPT-4, wo 3acsigyme nepesary YOLOV8 3a TOYHICTIO MPOrHO3yBaHHA Ta WBMUAKOAi€t0. ONMCAHO CTBOPEHY CUCTEMY KepyBaHHA
MOZENIAMM 411 HaNnawTyBaHHSA rinepnapametpis, BMBopy KaTeropiin 06'ekTis, 3anycKy NpoLecis TpeHyBaHHa/nepesbadeHHs.
MpepcTaBneHo pesynbTaTi TecTyBaHHA HaByYeHoi YOLOVS, wo nigTeepannu ii BUCOKY epeKTUBHICTb Y TOYHOMY BUABNEHHI
Linen 3a CKNagHUX YMOB 3aBAAKM NepesoBuUM afroputmMmam rmnbuUHHOro HasvyaHHA. OBrpyHTOBAHO onTMManbHicTb YOLOVS
ONA BUpiWEHHA 3ajadi ineHTMiKauii BiiCbKOBUX NliTaKiB.

K/IKOYOBI C/IOBA igeHTudiKau,is, BiiCbKOBI MOBITPAHI 3aCO6M, LUTYYHUI iIHTENEKT, MalUMHHE HaBYaHHS, INMOMHHE HaBYaHHS.
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