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ABSTRACT Underwater acoustics (also called hydroacoustics), which is associated with the study of the patterns of
propagation of sound waves in water, is a driving force in the research and development of systems of hydroacoustic
technologies and means of communication, monitoring and detection of surface and underwater objects of biological or
artificial origin, study of marine resources and environments, noise measurement, etc. This kind of research requires the
analysis of huge amounts of data, revealing non-obvious patterns and creating models for the mathematical description of
physical phenomena, such as sound propagation in a medium with random characteristics and radiation from different
sources, as well as radiation from sources with different apertures or sound scattering, etc. That is why, in order to create
the latest technologies in this area, it is necessary to solve complex specialized problems of a fundamental and applied nature
using machine learning algorithms and artificial intelligence. Neural networks are nonlinear systems that allow you to
effectively classify data compared to mathematical and statistical methods, which are currently quite widely used. In this
paper, the authors propose to use a pre-trained neural network for the analysis and classification of hydroacoustic signals.
This procedure for distinguishing acoustic signals has a number of advantages, in particular, individual objects are divided
into groups based on information about one or more characteristics inherent in these objects, and on the basis of a training
sample of pre-labeled objects. Thus, the proposed model of signal synthesis using neural networks is characterized by
increased informativeness of the characteristics of the propagation of hydroacoustic signals, which will have prospects in

further practical implementation.
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I. STAGING PROBLEMS

he first studies of digital hydroacoustic
T communication appeared at the end of the second

half of the 20th century. Communication systems
with amplitude and phase modulation, where the value of
the digital signal was set by the difference between
theexact and previous signals, became widespread. Digital
signal processing is widely used in radar,
hydroacoustics [1], communication systems, geophysics,
infocommunication  systems, medical diagnostics,
seismology, nuclear engineering, etc. Research requires the
creation of new mathematical models for describing
physical phenomena, such as the propagation of sound in a
medium with random characteristics and emissions from
different sources, radiation by sources with different
apertures or sound scattering, etc.

On the other hand, Practical applications require the
creation of devices of extremely high accuracy and
technical complexity, which will be used in complex
uncertain environments and will process large amounts of
data. It is possible to obtain information about objects in
the aquatic environment using acoustic methods in many
ways.

There are several objects of measurement, such as the
underwater noise of the environment, the distribution of the
sound field generated by different sources (including a
moving object), sound scattering or acoustic parameters of
the environment.

Il. RESEARCH METHODS
The following have been widely used to classify the
received signals: deterministic and stochastic matrix. The
deterministic method includes statistical processing and
models created using sonar technologies. In the stochastic
method, machine learning algorithms and models and
artificial intelligence are used to perform classification.

IIl. STATEMENT OF THE TASK
The objective of this study is to analyze the propagation
of an acoustic signal in an aqueous environment in order to
build a mathematical model of the hydroacoustic
communication channel for distinguishing and classifying
targets using machine learning algorithms.

IV. INTRODUCTION

The main purpose of underwater acoustic remote
sensing is to obtain information about the target object
indirectly, namely with the help of acoustic data. Currently,
various types of machine learning methods are widely used
to obtain information from acoustic data, followed by the
possibility of constructing 3D models of underwater
objects and the bottom surface. But at the same time, it is
necessary to take into account the peculiarities of the
propagation of acoustic waves in the aquatic environment
— reflection, refraction, loss, etc. One alternative solution
that describes the simulation of sound rays in an aqueous
environment is geometric hydroacoustics. Classification of
underwater targets to build a three-dimensional image can
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use both a deterministic method (statistical processing) and
a stochastic approach using machine learning. In practice,
the classification task requires careful consideration of the
mechanisms that can identify and distinguish between the
echoes of target and non-target objects, as well as the
echoes of objects that are hidden in the background.
Simulation of sound rays is an important task in underwater
acoustics, because the solution of this issue helps to solve
many practical problems of modern hydroacoustic systems
by increasing the information content of signal propagation
characteristics for both both military and civilian research
purposes of countries with access to rivers, seas and
oceans.

V. ACOUSTIC WAVE PROPAGATION ANALYSIS
The propagation of acoustic waves is described by an
acoustic version of the wave equation [2,3]:
2 2 2 2
py PP, 00 O 10
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=—=6(x — X5,y — Y5, 2 — Z5)S(O). (1

Where p(x,y,z) is the acoustic pressure. The physical
process begins with a normalized acoustic wave signal s(t)
emitted by the source, located at a point with coordinates
(x5,¥s,2s). In equation (1), the source is modelled as a
point source delta (Dirac functions of spatial distribution
(6)). The content of the acoustic transfer function is as
follows: a tone signal with an amplitude is emitted at a
point whose coordinates are determined by the radius
vector; so the signal received at time S, ¢ at a point defined
by the radius vector will have the following form:

S3=S:K (22w, t) e, 2)

Geometric hydroacoustics investigates the propagation
of waves according to the following principles [2]:

o refraction of rays when changing the speed of sound
according to Snelius' law;

o reflection at the interface of the environment;

e loss of intensity along the rays due to geometric
deflection, absorption along the trajectory and
reflection at the boundaries of water layers;

e The resulting signal at the receiver point, obtained by
summing up the contributions of different beams with
their respective frequencies and phases.

To build the trajectory of sound rays in an aqueous
medium, it is necessary to have data on the initial values of
the speed of sound and the angles of radiation in each of
the selected water layers. The aquatic environment is
divided into layers of 10 m by parallel horizontal lines,
where for the i-th layer the upper limit is denoted i, and the
lower limit is i+1, and i= 0,1,2 ,... The input data is the
sound velocity profile, which is given by a set of velocities
at a depth of 10 ic;. For each i-th water layer, the sound
velocity gradient is calculated using the formula:

— Ci-17C
ki === — 3)

Consider a water layer in which the speed of sound is
linearly dependent on depth, with velocity increasing with
depth. If the speed of sound varies linearly in depth, then a
part of the beam in a given water layer has the shape of an
arc of a circle with a radius:
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where:

¢y — muzzle velocity (m/s);

k is the coefficient of change in sound velocity in depth (s—1);
6 — initial emission angle (rad).

The propagation of sound in water depends on many
factors: the physical and chemical properties of the water,
the type of bottom, the presence of natural or artificial
obstacles, the distance between the transmitter and receiver
and their relative position, the frequency of signal
transmission, etc. [4].

There are two main cases — when the beam moves
downwards or upwards. For the case where the beam is
moving downwards, the radius of the circle for a part of the
arc is calculated using the formula [2]:

__ Ydown;
R= sin® -’ ®)
And the center of the circle will be at the point with the
coordinates:
ci
kixtg6

Xp = — Yn = Ydown;-10i- (6)
In the case when the beam moves upwards, the radius
of the circle for the part of the arc is:
= Jupi
R= sin@’ ™
And the center of the circle is at the point with the
coordinates:
ci+1

xX; = —
t kixtg6

Vi = Yup;—10(i+1)- )

Sound is reflected from the boundary of the water area
(bottom, water surface, submerged objects). Each
reflection attenuates the sound. The amount of attenuation
depends on the frequency of the signal and the material
from which the object from which the sound is reflected is
made. Therefore, the received sound is the emitted sound,
which is formed by convolution by the impulse response of
the hydroacoustic channel, which can be written as
follows:

x(n) = s(n) x h(n, p), €))
where:
x(n) —received signal,
s(n) — a signal has been transmitted,
h(n, p) is the pulse response of the water region measured
at point p, and » is the discrete time (sampling) [5].

The signal transmitted is sinusoidal with a given
frequency, modulated by a pseudorandom sequence, so it
can be written as follows:s(n) f,

s(n) = z(n) sin(2rf,n), (10)
where:

z(n)— pseudo-random sequence,

fc — carrier frequency.

The estimation of the impulse response of a
hydroacoustic channel can be determined using a
pseudorandom binary sequence Cross-correlation is the dot
product of two signals by the oscillation function of one of
them. [6,7], which can be calculated using the formula [8]:

Ryy(k) = SN0 M z(m)y* (n — k), (11)
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where:
¥(n) is the received signal reduced to the baseband.

Based on (11), it is possible to determine the impulse
response estimate of the hydroacoustic channel by
calculating the modulus as follows [7]:

h(k) =
\/(ZN 1- lklZ(n)ys (n _ k)) + (ZN 1-|k| z(n)yg(n — k))z’
(12)

where:
¥s(n) = x(n)sin (2nf.n) ,
v.(n) = x(n)cos (2rf,n).

For spectral analysis, it is convenient to use the
classical Fourier method. The direct method of
periodograms of the spectrum is obtained using the fast
Fourier transform. To convert a discrete signal, the sum of

harmonics for each sample is used using a fast Fourier
transform:

2T
F(k) = BN (fy x e V™), (13)
where:
F(k)is the value of the discrete Fourier transform,
k=0.1....N-1.

VI. MACHINE LEARNING
The simplest structure of a neural network is presented
in Fig. 1. Several input data vectors are distributed into
nodes (neurons) of the hidden layer, which makes a random
selection and evaluates how much it improves or worsens
the output result, namely signal discrimination.

HIDDEN
LEVEL

INPUT
LEWEL

QUTPUT

\.LE\I' EL

FIG. 1. Structure of the simplest neural network.

With this structure, supervised learning takes place —
this is learning through predefined inputs called goals. For
each training example, there will be a set of input values
and one or more associated defined output values. The
purpose of this form of training is to reduce the overall
error in the classification of signal models by correctly
calculating the initial value of the training sample through
training. But this approach has certain disadvantages:
¢ loss of some useful information due to the conversion

of hydroacoustic signals into feature vectors;
¢ insufficient speed due to the need for additional time

after the perception of the hydroacoustic signal to

Vol 1, No 2, Paper 02007, pp. 1-5 (2023)

isolate the feature vector from it and the time for

processing these features by the neural network.

To use machine learning to classify objects and targets,
it is necessary to solve the classification problem according
to Fig. 2.

. SELECTION CHOOSING
L=7% | OFFEATURES —Tp A RULE
SIGN OF CLASSIFICATION
V1 ¥z
Wi o Wy
— SOLUTIONS

CLASSIFICATIONS

FIG. 2. The Classification Problem.

The number of classification features m must always be
less than the number of primary features s, and the greater
the difference, the more accurate the classification will be.
According to Fig. 2 the quality of solving the classification
problem will depend on the type and number of
classification features, as well as on the choice of the
learning rule. Y = [y; ... ¥s]

Despite their high accuracy, methods based on machine
learning first break down the task into several subtasks and
then accumulate the result. In addition, machine learning
cannot work with large datasets, as this leads to a decrease
in the accuracy of the results obtained. However, these
disadvantages can be eliminated by using deep learning
approaches, which are end-to-end models that work
effectively with huge amounts of data.

When receiving echo signals from a long distance, it is
necessary to filter them before selecting features and
classifying them using machine learning in order to reduce
noise and increase signal-to-noise levels. Therefore,
spectral analysis of tone echoes is carried out first, and then
their processing with mutual correlation, which is shown in
Figure 3.

PSEUDO-RANDOM BINARY SEQUENCE

:orsfc i

—»|  FILTERING | —p CROSS- —
CORRELATION
INPUT
SIGNAL % |,  FITERING i CROSS-
CORRELATION 2

T sinf;

PSEUDO-RANDOM BINARY SEQUENCE

FIG. 3. Lock Circuitsand Signal Processing.

To increase the processing speed of the received
hydroacoustic signals, it is advisable to use pulse neural
networks, which differ from previous generations of neural
networks in that information is transmitted using a
sequence of pulses [9-10].
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VIl. CONCLUSION

The article discusses the problem of interpretation,
classification and improvement of the accuracy of the data
obtained by the hydroacoustic channel, which are relevant
for military and civilian research programs, methods of
their solution using machine learning and neural networks.
Digital signal processing in hydroacoustics plays a crucial
role, it is one of the newest and most powerful technologies
for building a 3D model of the bottom surface. The rapid
development of information technology makes it possible
to conduct research on monitoring of water masses and the
bottom of the World Ocean, explore marine objects, as well
as transmit information through a hydroacoustic channel.
Simulation of sound beams is an important task in
underwater acoustics, because the solution of this issue
helps to solve many practical problems of modern
hydroacoustic systems by increasing the information
content of signal propagation characteristics for both
military and civilian research work of countries that have
access to the seas and oceans.

AUTHOR CONTRIBUTIONS
Y.P. —  writing (original draft preparation),
conceptualization, methodology, investigation; O.L. —
writing (original draft preparation), conceptualization,
methodology, investigation;; H.L. — methodology,
investigation, writing (review and editing).

COMPETING INTERESTS
The authors declare no competing interests.

REFERENCES

[1] J.M. Bell, L.M. Linnett (1997). Simulation and analysis
of synthetic sidescan sonar images. IEE Proceedings on
Radar, Sonar and Navigation.

[2] ©O. V. Svynchuk, A. M. Yevtushenko, G. S. Pukha, and
T. V. Pirogovska. Information and Analytical Data
Processing Systems.

[3] Douglas S. Drumbheller, Sandia National Laboratories,
New Mexico, Introduction to Wave Propagation in
Nonlinear Fluids and Solids, 1998, 536 pages.

[4] Salamon, R. Hydrolocation Systems; Gda'nskie
Towarzystwo Naukowe: Gda'nsk, Poland, 2006. (In
Polish)

[5] Agnieszka Czapiewska, Andrzej Luksza, Ryszard
Studanski and Andrzej Zak, Article Reduction of the
Multipath Propagation Effect in a Hydroacoustic
Channel Using Filtration in Cepstrum.

[6] Mazurek, R.; Lasota, H. Application of maximum-length
sequences to impulse response measurement of
hydroacoustic communications systems. Hydroacoustics
2007, 10, 123-130.

[7] Studanski, R.; Zak, A. Results of impulse response
measurements in real conditions. J. Mar. Eng. Technol.
2017, 16, 337-343.

[8] Zielinski, T.P. Digital Signal Processing; WKL:Warsaw,
Poland, 2007. (In Polish)

[91 Graupe D. Principles of Artificial Neural Networks:
Basic Designs to Deep Learning (4th Edition)

Vol 1, No 2, Paper 02007, pp. 1-5 (2023)

[10]

(1]

[12]

(Advanced Circuits and Systems) / D. Graupe. —
Singapore: WSPC, 2019. — 438p.

Ping D. The Machine Learning Solutions Architect
Handbook: Create machine learning platforms to run
solutions in an enterprise setting / D. Ping. —
Birmingham : Packt Publishing, 2022. — 442 p.
Baochun Qiu, Maofa Wang, Houwei Li, Li Ma, Xiuquan
Li, Zefei Zhu, Fan Zhou, Development of hybrid neural
network and current forecasting model based dead
reckoning method for accurate prediction of underwater
glider position, Ocean Engineering, Volume 285, Part 2,
2023.

Bartosz Czaplewski, Mariusz Dzwonkowski, A novel
approach exploiting properties of convolutional neural
networks for vessel movement anomaly detection and
classification, ISA Transactions, Volume 119, 2022.

Yevhen Parkhomenko

Received MS degrees in Radio
Engineering from Yuriy Fedkovych
Chernivtsi ~ National ~ University,
Ukraine. Is currently studying at a
postgraduate course in Electronic
Communications and Radio
Engineering. His research interests
include network and cyber security.

ORCID ID: 0009-0006-1805-1932

Halyna Lastivka

Received BS and MS degrees in Radio
Engineering from Yuriy Fedkovych
Chernivtsi National University,
Ukraine. She received a Ph.D. in solid
state  electronics  from  Yuriy
Fedkovych  Chernivtsi ~ National
University. She is currently an
associate professor of the Radio
Engineering Department of Yuriy
Fedkovych ~ Chernivtsi ~ National
University. Her research interests
include methods and means of radio
spectroscopy, their application for
research of sensory properties,
structures, defects of layered and
organic semiconductors.

ORCID ID: 0000-0003-3639-3507

Oleksandr Lastivka

Is currently studying at a master course
in Electronic Communications and
Radio Engineering. His research
interests include electronic
communications and radio
engineering, network and cyber
security.



SISIOT Journal | journals.chnu.edu.ua/sisiot

Mopaenb cuHTe3y riapoaKyCTUYHUX CUTHANIB i3
BUKOPUCTAHHAM HEMPOHHUX MepeX

€sreH MapxomeHko®, FanuHa Jlactieka, OnekcaHugp Jlactiska

Kadenpa pagiotexHiku Ta iHdopmaLiiHoi 6e3nekn, YepHiBeLbKui HaLiOHAaNbHWI yHiIBepcuTeT imeHi HOpia ®eabkosuya, YepHisui, YkpaiHa
*ABTOp-KOpecnoHaeHT (EnekTpoHHa agpeca: parkhomenko.yevhen@chnu.edu.ua)

AHOTALLIA NiasogHa akycTuKa (we il Ha3uWBalOTb — riAPOAKYCTUKOID), AKA MOB’A3aHa i3 BMBYEHHAM 3aKOHOMIpPHOCTEMN
NMOLMPEHHA 3BYKOBUX XBWU/b Y BOAI, € PYLUIEM Y AOCIAMKEHHAX Ta PO3PO6IEHI CUCTEM TiAPOAKYCTUYHMX TEXHOIOFIN Ta 3acobiB
3B’A3KY, MOHITOPUHIY Ta BUABNEHHA HaLBOAHUX Ta NiaBOAHUX 06’€KTiB BionoriyHOro abo LWTYYHOro NOXOAKEHHA, BUBYEHHSA
MOPCbKMX PecypciB i cepefoBuLL, BUMIPIOBAHHA LWyMy TOLWO. Takoro poay AOCAIAXEHHA BUMAraloTb NPoOBEAEHHA aHanisy
BE/IMYE3HMX MACUBIB AHUX, BUABNAIOYM HEOUYEBUAHI 3aKOHOMIPHOCTI Ta CTBOPEHHA MOAEeNel AN MAaTEMATUYHOIO Onucy
dI3NYHMX ABMLL, TaKMX AK NOWMPEHHA 3BYKY B CEPELOBULLi 3 BUMALKOBUMM XapaKTepPUCTUKAMM Ta BUNPOMIHIOBAaHHAM Bif,
Pi3HMX AyKepen, a TaKOXK BUNPOMIHIOBAHHA AXepesamu 3 pisHOK anepTypoto abo poscitoBaHHA 3BYKY, Towo. Came Tomy Ans
CTBOPEHHA HOBITHIX TEXHO/OTiW B AaHiN chepi HeEObXiAHO BMPILIYBATU CKNaAHI cnewianizoBaHi 3aga4i GyHAaMEHTabHOTO Ta
NPUKNALHOTO XapaKTepy i3 3a/y4eHHAM aNropuUTMIB MALIMHHOMO HaBYaHHA Ta LWTYYHOro iHTENeKTy. HeMpoHHI mepei
ABNAOTb COOOK HENiHilHI cucTemn, AKi 403BONAKOTL €DEKTUBHO KAacudikyBaTU AaHi MOPIBHAHO i3 MaTeMaTUYHMMM Ta
CTaTUCTUYHUMM METOAAMMU, AKI Hapasi MaloTb JOCUTb LMPOKE 3aCTOCYBaHHA. B AaHili poboTi aBTopamu 3anponoHOBaHO A
aHanisy Ta kKnacudikauii rigpoakycTUYHUX CUrHaNIB 3acTOCOBYBATU MOMEpPeAHbO HaBYEHY HEMPOHHY Meperky. Taka
npoueaypa po3pisHeHHA aKyCTUYHUX CUrHaNIB MAE pAS Nepesar, 30Kpema — OKpeMi 06'eKTU PO3NOAINAOTLCA MO rpynax Ha
OCHOBI iH$opMaLii Npo oaHy abo 6inblie XapaKTepUCTUK, NPUTaMaHHMX caMe UMM 06'eKTam, Ta Ha OCHOBI HaB4Ya/bHOI
BMBIpKM NonepeaHbO NPOMapKoBaHUX 06'eKTiB. TaKUM YUHOM 3aNPOMNOHOBAHA MOAE/b CUHTE3Y CUFHANIB i3 BUKOPUCTAHHAM
HEMPOHHUX MEpPEeX XapaKTepu3yeTbCA MiABULLEHO iIHPOPMATUBHICTIO XapaKTEPUCTUK PO3MOBCIOANKEHHSA M4POAKYCTUYHMX
CUrHaNiB, WO MaTMMe NepCcreKkTUBY Y NOAaNbLUIA NPaKTUYHIN peanisauii.

K/TIO4OBI CJ/IOBA riapoakycTuKa, dyHKuia [ipaka, nepetsopeHHsA Pyp’e, MallMHHE HaBYaHHA.
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