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ABSTRACT The task of building high-quality three-dimensional (3D) models of objects is relevant, since such 3D models are
widely used in various fields of science, technology and medicine. In this work, the construction of 3D models is performed
by the photogrammetry method, which consists in the construction of a 3D model of an object based on a series of its
photographs. The advantages of the photogrammetry method are low hardware requirements and relatively high accuracy.
To build 3D models of objects by photogrammetry, the 3DF Zephyr program was used, which contains a set of tools for pre-
processing images, reconstructing 3D models, editing and measuring the dimensions of 3D models, and exporting the
obtained models. The principles of building three-dimensional models of objects by the method of photogrammetry based
on initial images are considered. The main stages of building 3D models are described: calculation of sparse point cloud, key
points, dense point cloud, polygon grid, texture grid. Model parameters are also edited and analyzed. An expert system was
developed in the CLIPS environment to select the correct modes for building a 3D model. The knowledge base of the expert
system contains production rules that allow you to establish the correct modes of building a 3D model based on the initial
facts. 30 facts-conditions have been developed that describe the conditions for building a three-dimensional model. 20
facts-consequences and 15 facts-recommendations for building a 3D model have been developed. Using the developed
rules, 36 production rules were built. Experimental verification of the developed system was carried out. Three-dimensional
models of objects were built using the 3DF Zephyr program. After entering the facts that describe the process of obtaining
the model into the expert system, a number of recommendations were obtained, in particular, to increase the area of
textured surfaces and use uniform lighting of objects. After following these recommendations, the model was built with

satisfactory accuracy.
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. INTRODUCTION

hree-dimensional (3D) models of objects are
T currently widely used in various fields of science,

technology and medicine [1-2]. For example, 3D
models of buildings, architectural monuments and
landscapes are used in architecture and construction.
Digital terrain models are used in geography and
cartography. 3D models are built using laser scanners
(LIDAR) or photogrammetry based on a series of
photographs. Laser scanners (rangefinders) create models
with high accuracy, but their disadvantage is significant
cost. The advantages of the photogrammetry method are
low hardware requirements and relatively high accuracy
[2]. One of the effective programs for building 3D models
of objects using the photogrammetry method is 3DF
Zephyr. 3DF Zephyr contains a set of tools for pre-
processing images (masking), reconstruction of 3D
models, editing and measuring the dimensions of 3D
models, exporting the received models in specified
formats, etc. The problem is that accurate models can be
obtained using the photogrammetry method only with the
correct selection of the object angles, positions and
orientation of video cameras, as well as with optimal
lighting conditions and construction of a 3D model.

the
the

Therefore, the goal of the work, which consists in
development of an expert system to support
construction of 3D models of objects by the
photogrammetry method, is relevant. Due to the
recommendations of the expert system, it is possible to
eliminate shortcomings in the construction of 3D models
of objects and improve their quality.

I1. PRINCIPLES OF BUILDING THREE-DIMENSIONAL

MODELS OF OBJECTS USING PHOTOGRAMMETRY

The method of photogrammetry consists in
determining the shape, size and position of objects in
space by measuring and analyzing their photographic
images [2, 3]. In the photogrammetry method, images of
the same object are obtained from different angles using
two or more cameras (Fig. 1). On the received images (11,
12), the positions of special or key points (for example,
object boundaries) are determined by software. After that,
the key points of one image are combined with the key
points of another, for example, each key point abcd
(Fig. 1) is matched with the key point a'b'c'd' of another
image. Therefore, knowing the position and orientation of
the cameras, it is possible to determine the geometric
coordinates of the points ABCD of the object as
intersections of the corresponding lines.
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FIG. 1. Obtaining images of object ABCD using cameras K1 and
K2.

Key points in real images can be determined with
certain errors, especially for poorly textured images and
images with repeating fragments. When analyzing a series
of images of the same object, key points are determined
for each image. The coordinates of all model elements are
determined in a rectangular three-dimensional Cartesian
xyz coordinate system.

The 3DF Zephyr program performs step-by-step
construction of 3D models of objects by the
photogrammetry method in the following sequence:

Stage 0. Creation of a new project: reading of initial
images and their preliminary processing (masking) [4-7],
auto-calibration of camera parameters. The program
allows you to read initial images from individual graphic
files (for example, in TIFF or JPEG formats) or from a
video file.

Stage 1. Calculation based on initial images of a
Sparse Point Cloud, determination of external camera
parameters (position /coordinates/ and orientation), as
well as internal camera parameters (focal length,
distortion, etc.). For this, the program determines the
keypoints of the images and the common keypoints of
different images by combining them.

Stage 2. Construction of a Dense Point Cloud based
on predefined camera parameters (in particular,
coordinates and orientation) and initial photos. The
number of points in a dense cloud is orders of magnitude
greater than the number of points in a sparse cloud. In the
computer world, the process of obtaining a dense point
cloud is also known as Multiview Stereo technology.

Stage 3. Construction of a three-dimensional surface
or a grid of polygons (Meshes) based on a Dense Point
Cloud using the method of triangulation. The obtained
triangulation grid of polygons (polygonal model)
approximates the surface of the object under study with a
set of triangles.

Stage 4. Construction of Textured Meshes for the
obtained polygonal model. The texture of each triangle is
read in the corresponding fragment of the image.

Stage 5. Editing parameters of the 3D model: setting
the orientation of the model (for example, vertical);
removal of unnecessary fragments of the model; changing
the position, direction and scale of the model; changing
model rendering parameters (camera position, lighting
and surface appearance of the object in 3DF Zephyr).

Stage 6. Analysis of 3D model parameters:
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measurement of sizes, areas, volumes of model elements;
determination of the number of landfills, etc.

Stage 7. Saving the created 3D model to files. The 3D
model is saved in a .zep file. Polygonal mesh is saved in
.ply, .Obj/Mtl, .GIb format files; and textures are saved in
a .jpg file.

I1l. SOFTWARE IMPLEMENTATION OF AN EXPERT
SYSTEM TO SUPPORT THE CONSTRUCTION OF THREE-
DIMENSIONAL MODELS OF OBJECTS

An expert system (ES) was developed in the CLIPS
environment (C Language Integrated Production System)
to select the correct modes for building a 3D model [8-
10]. The ES knowledge base contains production rules
that allow to establish the correct modes of building a 3D
model based on the initial facts. Rules consist of
conditions (which are described by facts) and actions:

IF
<condition 1> and ... and <condition N> are fulfilled,

THEN perform <action 1> and ... and <action N>.

All ES facts are divided into three types:

. Facts-conditions for building a 3D model.
2. Facts-consequences.
3. Facts-recommendations.

30 facts-conditions have been developed, in particular:
1. Low quality of dark areas of the model.
2. Average quality of light areas of the model.
3. Overlap of photos is low, less than 60%.

20 Facts-consequences were used, including:
1. Accuracy of the model is low.
3. Lighting of the model is low.
2. Number of points of the model is high.

15 facts-recommendations have been developed, in
particular:
1. Place the cameras evenly in space.
2. Increase the level of lighting.
3. Increase the number of photos.

Using the developed rules, 36 production rules were
built for the ES knowledge base, for example (fig. 2):

—_—

(defrule r5 low lighting
(declare (salience 100))
(low quality of dark areas of the model)
(average quality of light areas of the model)
=>
(assert (lighting of the model is low))

)
FIG. 2. Rule # 5.

After inputting the initial facts, the CLIPS interpreter
runs a logical inference machine that figures out which of
the rules can be activated. This is done cyclically, with
each cycle consisting of three steps:

- comparison of facts and rules;

- selection of the rule to be activated;

- performance of actions provided for by the rule.

At each iteration of the logic inference machine cycle,
one rule must be activated. If the present facts allow the
activation of more than one rule, then a conflict arises.
The CLIPS language supports seven different conflict
resolution strategies. By default, the depth strategy is
used, according to which the newly activated rule is
placed above all rules with the same priority.
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IV. EXPERIMENTAL CHECK OF THE DEVELOPED SYSTEM

Using the 3DF Zephyr program, three-dimensional
models of objects were built using photogrammetry. For
each object, a series of its photos (from different angles)
was obtained. A sparse point cloud, a dense point cloud
(Fig. 3), polygon meshes (Fig. 4) and texture meshes
(Fig. 5) were constructed based on a series of photographs
using the 3DF Zephyr program. With a sufficiently large
number of photos of the object (up to 50 for the free
version of 3DF Zephyr), different angles of the object and
uniform illumination, three-dimensional models are
obtained with fairly high accuracy (Fig. 5).
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FIG. 5. Textured Meshes of the model in different angles.

However, for objects with non-textured surfaces (for
example, for a laptop with the screen turned off), three-
dimensional models with significant defects were
obtained. After entering the facts that describe the process
of obtaining the model into the expert system, a number
of recommendations were obtained: increase the area of
textured surfaces (display a static image on the screen),
use uniform lighting to avoid glare. After following these
recommendations, a model was built with average
accuracy (Fig. 6). The accuracy of 3D models was
assessed qualitatively (low, medium, high) and
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quantitatively as the number of Points and Triangles of
the model. Properties of the 3D model are obtained by
context menu of the Textured mesh object. For example,
when building a model with the value "Default" for the
"Presets”" parameter of the 3DF Zephyr wizard, a low
accuracy model was obtained (Points = 25571, Triangles
= 31694). When building a model with the value "Deep"
for the "Presets" parameter, the average accuracy of the
model was obtained (Points = 91605, Triangles = 107727)

(Fig. 6).

FIG. 6. Textured mesh of a 3D laptop model.

Typical ES recommendations include: increase the
number of photos of the object, obtain photos of the
object from all angles, place the object in the focus of the
video camera, etc., which as a result ensures the
construction of a high-quality 3D model.

V. CONCLUSION

An expert system has been developed to support the
construction of 3D models of objects by the
photogrammetry method, which consists in the
construction of a model of an object based on a series of
its photographs. To build 3D models of objects by
photogrammetry, the 3DF Zephyr program was used.

An expert system was developed in the CLIPS
environment to select the correct modes for building a 3D
model. The knowledge base of the expert system contains
production rules that allow to establish the correct modes
of building a 3D model based on the initial facts. 30 facts-
conditions, 20 facts-consequences and 15 facts-
recommendations have been developed. Using the
developed rules, 36 production rules were built. If
necessary, the number of facts and rules can be increased.
3D models of objects were built using the 3DF Zephyr
program. Due to the recommendations of the expert
system, the 3D model is built with satisfactory accuracy.
The resulting 3D models can be used, in particular, in
Virtual and Augmented reality systems, in Internet of
Things systems.

AUTHOR CONTRIBUTIONS
S.B. — conceptualization, writing-review and editing,
supervision; V.V. — software, resources, writing-original
draft preparation, visualization; I.F. — methodology,
validation, investigation.

COMPETING INTERESTS
The authors declare no conflict of interest.



SISIOT Journal | journals.chnu.edu.ua/sisiot

REFERENCES

[1]  Unity. Real-Time 3D Tools and more. [Online]. Available:
https://unity.com.

[2] 3D Image Reconstruction from Multi-View Stereo.
[Online]. Available:
https://medium.com/@satyal Sjuly 11937

[3] 3DF Zephyr. The Complete Photogrammetry Solution.
[Online]. Available: https://www.3dflow.net.

[4] R. Gonzalez, and R. Woods, Digital image processing. 4th
edidion. Pearson/ Prentice Hall, NY, 2018.

[51 S. Palani, Principles of Digital Signal Processing. Springer
Cham., 2022.

[6] K. Kargin, Computer Vision Fundamentals and OpenCV
Overview. [Online]. Available: https://medium.com/
mlearning-ai/computer-vision-fundamentals-and-opencv-
overview-9a30fe94f0ce.

[71 D. Kim, D. Hwang, Intelligent Imaging and Analysis.
Basel / MDPI, 2020.

[8] S.Russell, and P. Norvig, Artificial Intelligence. A
Modern Approach. Pearson Education, 2021.

[91 I Gupta, and G. Nagpal, Artificial Intelligence and Expert
Systems. Mercury Learning and Information, 2020.

[10] A Tool for Building Expert Systems. [Online]. Available:
http://clipsrules.sourceforge.net/.

Serhiy Balovsyak

In 1995, graduated from Chernivtsi
State University. In 2018, defended
his doctoral dissertation in the
specialty "Computer systems and
components". Currently, works as an
associate professor at the Department
of Computer Systems and Networks
of Chernivtsi National University.
Research interests include digital
signal  processing, = programming,
artificial neural networks.

ORCID ID: 0000-0002-3253-9006

Vladyslav Vasiliev

In 2023, graduated from Yuriy
Fedkovich Chernivtsi National
University with a degree in
"Information Systems and
Technologies"  (bachelor's  level).
Currently studying at the Chernivtsi
National University, majoring in
"Computer Engineering" (master's
level).

ORCID ID: 0009-0005-7553-4060

lhor Fodchuk

In 1979 graduated from Chernivtsi
State University. In 1994 defended
Doctoral thesis in the specialty “Solid
State Physics” and in 1996 become
Professor ~ of  Chernivtsi  State
University. Currently is a Dean of
Faculty of Architecture, Construction
Engineering, and Decorative and
Applied Arts. Research interests
include solid state physics, material
structure diagnostics, digital signal
processing of experimental data.

ORCID ID: 0000-0001-6772-6920

EKcnepTHa cuctema gasa niaTpmmikn nobygosu
TPUBUMIPHUX moaenen 06’ekTiB meTogom
doTorpammerpii

. 1* . 2 2
Ceprii bBanoscak™” , Bnagucnas Bacinbes®, Irop ®oauyk
1I-(ad)e,cl,pa KOMN'IOTEPHUX CUCTEM Ta MepeXK, YepHiBeLbKMit HaLioHanbHUI yHiBepcuTeT imeHi tOpia ®eabkoBuya, YepHisui, YKpaiHa
*Kadeapa iHGOpMaLiHUX TEXHOMOTIN Ta KoM’ toTepHOT di3nKK, YepHiBeLbKM HaLioHabHUIA yHIBEpCUTET iMeHi HOpis PeabkoBuya, YepHisLyi,
YkpaiHa

* ABTOp-KopecnoHAeHT (EnekTpoHHa agpeca: s.balovsyak@chnu.edu.ua)

AHOTALLIA 3aBgaHHA NobyaoBu AKiCHUX TpuBuMipHMX (3D) mozenei 06’ekTiB € aKTyalbHUM, OCKiNbKM Taki 3D mogeni
LUIMPOKO BUKOPUCTOBYIOTLCA B Pi3HMX cdepax HayKu, TEXHIKU Ta meguumHu. Y aaHi poboti nobymosa 3D moapenei
BMKOHaHa meTogom ¢oTorpammeTpii, AKMIM nonsrae y nobyposi 3D-moaeni o6’ekTy Ha OCHOBI cepii Moro ¢oTorpadin.
MNepeBaramu metony GOTOrpaMMeTpii € HU3bKi BUMOTU 0 anapaTHOro 3abesneyeHHs Ta NOPIBHAHO BMCOKA TOYHICTb. Ans
nobynosu 3D mopenei o6’ektiB metogom doTorpammerpii BUKopuctaHo nporpamy 3DF Zephyr, ska mictutb Habip
iHCTPYMEHTIB  Ans npoBeAeHHA nonepeaHboi 06pobKM 306paykeHb, PEKOHCTPYKUii 3D-mopenei, peparyBaHHA Ta
BMMIpIOBaHHA po3mipis 3D-mogenei, eKcnopty OTPUMAHWUX Moaenei. Po3rnaHyTo NpuHUMNM NobysoBU TPUBUMIPHUX
mogzenei 06’ekTiB meTogom $oTorpammeTpii Ha OCHOBI MOYATKOBUX 306parkeHb. ONMCaHO OCHOBHI eTany nobyaosu 3D-
mogenein: obYMCNeHHA PO3PiAXKEHOI XMApPM TOYOK, KNHOUYOBUX TOYOK, LLIIBHOT XMapu TOYOK, CiTKM MOAIrOHIB, TEKCTYPHOI
CiTKWU. TaKOX BMKOHYETbCA pefaryBaHHA Ta aHanis napameTpis mogeni. Ana Bubopy NpaBuabHUX pexumis nobygosu 3D
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mogeni po3pobneHo ekcrnepTHy cuctemy y cepegoBuili CLIPS. Basa 3HaHb €KCMepTHOI CUCTEMU MICTUTb NPOAYKLIMHI
npaBua, AKi 4O3BO/AOTb HA OCHOBI MOYaTKOBUX GaKTIB BCTAHOBUTU NPaBUJIbHI pexxumu nobyaosu 3D mogeni. Po3pobneHo
30 ¢aKTiB-ym0B, AKi onucyloTb YMoBM NobyaoBu TpUBUMIpHOI mogeni. Po3pobneHo 20 dakTiB-Hacnigkie Ta 15 ¢akTis-
pekomMeHaaLiv ans nobyaosu 3D moaeni. I3 BUKOPUCTaHHAM PO3pobaeHNX NpaBua NobyaoBaHO 36 NPOAYKLiIMHUX NPaBuU.
MpoBeseHoO eKcnepMmeHTaNbHY nepeBipKy po3pobneHoi cuctemu. 3a gonomoroto nporpamu 3DF Zephyr nobyposaHo
TPUBUMIpHI MoZeni 06’ekTiB. BBiBLUM B eKCNepTHY cucTeMy GaKTH, AKi OMUCYOTb NPOLLEC OTPUMAHHA MOZeNi, OTPUMAHO PA4,
pekomeHAaLii, 30Kpema, 36ibLNTK NOLLY TEKCTYPOBAHUX MOBEPXOHb Ta BUKOPUCTATU PiIBHOMIPHE OCBIT/NIEHHA 06’€EKTIB.
lMicna BUKOHAHHA TaKMX peKomeHaaLihi nobyaoBaHO MOAEb i3 33L0Bi/IbHOIO TOYHICTIO.

K/IIOYOBI CJ/IOBA ekcnepTtHa cuctema, CLIPS, TpuBumipHa moaens, potorpammeTtpin, 3DF Zephyr.
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